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1. Introduction

1.1. Purpose

This ECSS handbook is intended to help implementers and users of data handling systems
who are basing designs on the ECSS E-50 series of standards. The handbook provides an
overview of the E-50 standards and related CCSDS Recommended Standards and describes
how the individual standards may be used together to form a coherent set of communications
protocols. It also luates issues which could not be discussed in the Standards documents
themselves, and provides guidance on option selection and implementation choices.

1.2. Scope

This handbook provides guidance to the ECSS E-50 series of standards including related
CCSDS Recommendations. The information provided is infomnatid is a guide to best
practice; it is not binding on implementerBhe information contained in this handbook is not

part of the ECSS Standards.

1.3. Acknowledgements

This Handbook has been authored and agreed upon by the following persons:
A.N. Person, Qganisation (physical layer)
A.N. Other Second Oganisation (routing switches)

This Handbook has been prepared based on volunteer contributions of the authors.
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1.4. Document structure

This document is divided into sections and xeaas bllows:

Section 1, “Introduction”, (this section) pxades intentional and administradi
information.

Section 2, “Terms, definitions and abbreviations”, provides the definition and
abbreviations of the terms used in the present document.

Section 3, “References”, provides a list of the E-50 series of ESA SpaceWire standards.
Section 4, “Introduction to SpaceWire”, provides an introduction to SpaceWire itself.

Sectionb, “ECSS-E-ST-50-12C and related standards’yipes detailed information on
each of the individual ECSS and CCSDS standardgsed by the handbook.

Section 6, “Specific Implementation opics”, addresses individual technical topics
related to the ECSS E-50 standards.

Section7, “Supporting Components”, priales a summary of supporting components
and products.

Section 8, “Bibliography”, lists the other references included in this Handbook.

Copyright © 2013 4Links Limited. 7
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2. Terms, definitions and abbrevations

2.1. Terms and definitions from other documents

For the purpose of this document, the terms and definitions from ECSS-E-ST-50-12C apply
and are reproduced here.

2.1.1. acknowledge

indication that a message has been vededuccessfully by its intended destination

2.1.2. binder
layer of tape wrapped around one or more cables to keep them together in a fixed position.

NOTE: The tape is usually PTFE and is wrapped in\anlapping spiral along the length of
the cables to bind.

2.1.3. bit error rate

ratio of the number of bits reeed in eror to the total number of bits sent across a link

2.1.4. byte
eight bits

2.1.5. cargo

data to encapsulate in packets and transfer from a source to a destination

2.1.6. character

control character or data character

2.1.7. character led

protocol level that deals with the encoding of data and control characters into a bit-stream

2.1.8. coding

translation from one set of bits to anothewset of bits

2.1.9. content addressable memory

memory array which is accessed by searching for a match between an input data value in the
contents of the memory arrayhere the output from the memory array is the xndethe
location that holds the searched for value

Copyright © 2013 4Links Limited. 8
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2.1.10. control character

character that is used to pass control information across aM@R.E: Control characters
include the L-Chars (ESC and FCT) and the end of packet markers (EOP and EEP).

2.1.11. control code

sequence of tavcontrol characters: NULL (ESC + FCT) which is used ¢éejx a link actie,
and Time-Code (ESC + data character) which is used to distrdystem time information
over a paceWire network

2.1.12. data character

data byte encoded ready for transfer across a link

2.1.13. data rate

rate at which the application data is transferred across a link

2.1.14. data signalling rate

rate at which the bits constituting control and data characters are transferred across a link

2.1.15. data-strobe

encoding scheme in which a sequence of data bits and clock is encoded as the original data bit
sequence, together with another bit sequence (strobe) which changes statentherdata
bit sequence does not

2.1.16. decoding

act of translating an encoded set of bits to the original set of bits prior to coding

2.1.17. de-serialization

transformation of a serial bit stream into a sequence of control or data characters

2.1.18. destination

node or unit that a packet is being sent to

2.1.19. destination address

route to be taken by a packet in moving from source to destination (path address) or an
identifier specifying the destination (logical address)

Copyright © 2013 4Links Limited. 9
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2.1.20. destination list

list of destination identifiers which forms the destination address of a packet

2.1.21. destination identifier

address, or partial address, of the packet destination

2.1.22. driver

electronic circuit design to transmit signals across a particular transmission medium

2.1.23. end of packet marker

control character which indicates the end of a packet

2.1.24. error recovery scheme

method for handling errors detected within a SpaceWire link

2.1.25. exchange lel

protocol level that defines the mechanisms for link initialization, linkamlcontrol, link error
detection and link error recery

2.1.26. filler

cylindrical piece of PTFE used to fill theyg between insulated wires or cables being grouped
together and formed into a ¢gar cable, which enhances the structure of the cable helping to
keep the constituent wires in a fixed position reatb one another

2.1.27. flav control token (FCT)

control character used to manage the fbd data across a link, indicating that there is space
for 8 more normal-characters in the re@eebuffer

2.1.28. host receie huffer

buffer within a host system for receiving data from a link interface

2.1.29. host system

system that a link intesite is connected taNOTE: It can be, for example, a compuyt@Ensor
or memory unit and need not contain a computer or processor.

2.1.30. host transmit buffer

buffer within a host system for holding data prior to transmission through a link interface

Copyright © 2013 4Links Limited. 10
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2.1.31. input port

receve sde of a link interface on a routing switch

2.1.32. jitter

random errors in the timing of a signal

2.1.33. lay-length

number of twists per foot expressed as the length between one complete turn of a single end in
the cable

2.1.34. link

bidirectional connection of one unit to another unit for passing data and control information

2.1.35. link-character
control character used to manage the b data across a link.

NOTE: In this Standard, only ESC and FCT are used as link charadtelsL is formed
from a pair of link-characters (ESC followed by FCT).

2.1.36. link destination

end of the link that is receiving a particular set of data or control information

2.1.37. link interface

SpaceWite interface comprising a transmitter which takes data from a host system and
transmits it across a Space@link, and a recger which accepts data from a SpaceWire link
and passes it to the host system

2.1.38. link recever

recever at one end of a link

2.1.39. link source

end of the link that is sending a particular set of data or control information

2.1.40. link transmitter

transmitter at one end of a link

2.1.41. logical address

data character at the start of a packet, which identifies the destination for the packet

Copyright © 2013 4Links Limited. 11
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2.1.42. lav voltage differential signalling

particular form of differential signalling usingvovoltage swing signals

2.1.43. Mb/s
1 000 000bits per second

2.1.44. network

set of units connected together via links and routing switches

2.1.45. network level

protocol level that defines the SpaceWire network routers and defivepddets of data are
transferred across the network from source node to destination node

2.1.46. node

source or destination of a packet, which can be a pro¢essorory unit, sensplEGSE or
some other unit connected to a SpaceWire network

2.1.47. normal-character

data character or control character (EOP or EEP) that is passed fraxshbhage leel to the
packet leel

2.1.48. NULL

token sent to keep the data link aetishen there are no data or control characters to send

2.1.49. output port

transmit side of a link interface on a routing switch

2.1.50. packet

sequence of normal-characters comprising a destination address, packet cargo and an end of
packet marker

2.1.51. packet led

protocol level that defines ho data is oganized in packets ready for transfer across a link or
network

2.1.52. packet cargo

data to transfer from a source to a destination

Copyright © 2013 4Links Limited. 12
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2.1.53. path address

series of one or more data characters at the start of atpalsich define the route to be ¢k
across a SpaceWire network

2.1.54. physical lgel

protocol level that specifies the physical interconnection medium, e.g. cables and connectors

2.1.55. pseudo-ECL (PECL)

emitter-coupled logic (ECL) referenced to +5V

2.1.56. recever

electronic circuit designed to regeisgnals sent across a particular transmission medium

2.1.57. router

routing switch

2.1.58. routing switch

switch connecting seral links that routes packets from one link to another where the
destination address of each petckhy the switch is used to determine which link a packet is
sent out on

2.1.59. serialization

transformation of a sequence of control or data characters into a serial bit stream

2.1.60. signal

measurable quantity that varies with time to transfer information by propagating along a
transmission medium

2.1.61. signal leel

protocol level which defines the electrical signals used for SpaceWire together with the data-
strobe encoding and signal timing

2.1.62. skew

difference in time between the edges ab wignals which should ideally be concurrent

2.1.63. source

node or unit sending a packet

Copyright © 2013 4Links Limited. 13
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2.1.64. Time-Code

code used to distribute system timeeroa SaceWre network, which comprises ESC
followed by a single data character holding six bits of the system time arrdgerved bits

2.1.65. transmission medium

medium @er which data is transferred e.g. screened twisted pair cables

2.1.66. transmitter

electronic circuit designed to transmit signals across a particular transmission medium

2.1.67. unit

box, board or subsystem, that canénene or more SpaceWire interfaces

2.2. Terms specific to the present handbook

2.2.1. SpaceWie End-Point

A SpaceWre End-Point is a hardave or software process that connects to one or more
SpaceWire packet¥el processes; a SpaceWire packet producer or consumer.

2.2.2. SpaceWie Node

A SpaceWre Node is the source or destination of a SpaceWire packet streaandfieam of
bytes or time-codes), which comprises one or more end-pointsode can therefore be a
processqra memory unit, a senspan EGSE, or some other unit connected to a SpaeW
network.

2.2.3. SpaceWie Unit

A SpaceWre Unit is a box, board or subsystem, that can contain one or more SpaceW
nodes.

2.3. Abbreviated terms

The following abbreviated terms are used within this document:

Abbrewviation = Meaning

AFRL Air Force Research Laboratory

ANSI American National Standards Institute

ASIC application-specific integrated circuit

AW G American wire gauge

CAN controller-area network

CCSDS Consultatve GCommittee for Space Data Systems

Copyright © 2013 4Links Limited. 14
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Abbreviation  Meaning

CERN European Qganization for Nuclear Research
CNES Centre national d’AGtudes spatiales
CODEC coder / decoder

CRC cyclic redundang code

CTL Computer Technology Limited

DC direct current

DS data-strobe

DMA direct memory access

ECSS European Cooperation for Space Standardization
EDAC error-detecting and correcting [code]

EEP error-end-of-packet

EGSE electrical ground support equipment

EIA Electronic Industries Alliance

EMC electromagnetic compatibility

EMI electromagnetic interference

EOP end-of-packet

ESA European Space Agency

ESCC European Space Components Coordination
FCT flow-control token

FDIR failure detection, isolation and reasy

FIFO first-in-first-out [buffer]

GOES-R Geostationary Operational Environmental Satellite - R Series
HS High-Speed [IEEE 1355 encoding]

IEEE Institution of Electrical and Electronic Engineers
IP Internet Protocol

ISO International Standards @anisation

JAXA Japan Aerospace Exploration Agency
LVDS low voltage differential signalling

MDM Micro-D [connector]

MTU maximum transmission unit

NASA National Aeronautics and Space Administration
PCB printed circuit board

PECL pseudo-ECL

PHY physical layer [interface]

PTFE Polytetrafluoroethylene

RAM random-access memory

RMAP Remote Memory Access Protocol

RMW read / modify / write

DSS Dornier Satellitensysteme GmbH

SE single-ended

SSTL Surrey Sattelite Technology Limited

TCP Transmission Control Protocol

TDR Time-domain reflectometry

TIA Telecommunications Industry Association
TRAM Transputer Module

Copyright © 2013 4Links Limited. 15
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Abbreviation  Meaning

TS Three-of-six [IEEE 1355 encoding]

UART Universal Asynchronous Reas / Transmitter
USB Universal Serial Bus

XOR exclusive-or

Copyright © 2013 4Links Limited. 16
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3. References

This document is the handbook corresponding to the SpaceWire standard ECSB-H2ET
and the subsidiary SpaceWire standards listedibelo

The following normatie dcuments are referenced in this text or provide additional
information useful for the reader.

ECSS-E-ST50-12C SpaceWe - Links, nodes, routers and networks
ECSS-E-ST50-51C SpaceWe protocol identification
ECSS-E-ST50-52C SpaceWk - Remote memory access protocol
ECSS-E-S150-53C SpaceWk - CCSDS packet transfer protocol

These standards documents ar@lable atht t p: / / www. spacewi re. esa.int.

Also, the following normatie ron-ESA documents are referenced:

ANSI / TIA / EIA-644-A-2001 “Electrical Characteristics of wovoltage
Differential Signaling (LVDS) Interface Circuits”,
Telecommunications Industry Association,

February 2001
IEEE Standard for “Low-Cost, Low-LatepScalable Serial
Heterogeneous Interconnect Interconnect for Parallel System Construction”

IEEE Standard 1355-1995,
IEEE Computer Society,
June 1996.
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4. Introduction to SpaceWire

SpaceWe is a high-performance communications ratnthat is particularly suited for use
within a spacecraft. The netrk utilises point-to-point serial links, running at 2 Mbps to
200 Mbpsor faster and an arbitrary topology of ewvmhole routing switches to minimise
lateny. LVDS signal leels are emplged. Timing information is transmitted with the data
on each link, so the local oscillators in each end-point caa Héferent frequencies and
phases. Dat#s transferred in paeks, although the packet length is unspecified toigeo
flexibility to the system designeiSeveal addressing schemes provide flexibility for nominal
operation, and low-leel link error detection supports failure detection, isolation andseego

SpaceVite provides compatible intextes amongst spacecraft subsystems, allowing for easier
re-use, faster delopment timescales and simpler EGSE arrangements.

The SpaceWireaimily of protocols has beenwd#oped by a worldwide communitynder the
oveview of the European Space Agere JpaceWre Working Group, specifically for use in
a gace emironment. Theopen nature of this design process is one reasgnSpaceWire
has been adopted so widely - orercl00 space missions to date.

This section of the Handbook outlines much of the background to Space¥dst of the
technical topics are then\med in much greater depth later in the documémtch of this
background material has been drawn from [Walker 2003].

4.1. Background and History

SpaceVife is a data communication technology that was standardised by ECSS (the European
Cooperation for Space Standardization) in January 2003 and re-issued as EGSS8-E2ET

on 31 July 2008 [see sectid) “References”, for information about the ESA SpaceW
standards documents]. Early versions of SpaceWire are flyingverakeissions, and it is
planned for use on mgmmissions verldwide. Asa smple interface that can be used for a
wide variety of different purposes, SpaceWire appears to offer an enabling technology for a
“Building Block Architecture” such as described irASIA's Vision for Space Exploration
[NASA 2004], for rapid deployment, such as DsPhPSat [McNutt 2009], and for cost
reduction as a result of architecture and subsystem re-use as practised bywVRBA.
standardised in the 21st centUgpaceWre has golved over mary years, following a fe key
principles and concepts that are the foundation of its wide application and use.

The following sections describe thgokition of SpaceWire and dsafrom it several key
principles and concepts.

4.1.1. 1960 - A Modular Computer

In the 1960s, a computer would be built fronvesal different boxes, such as processor
memory disc controller and communications contralleébne way to connect the bex
together was to use a simple standard iaterbetween gof these boxes, so that theould
each access the others independently of each other.

An example of this was the intade of the CTL Modular One computéihe key oncepts of
this standard interface were:

Copyright © 2013 4Links Limited. 18



SpaceWire Handbook DRAFT - SVN version 60 - April 10, 2013

»  Keep the bus inside each box, so that the whole system did not share a single bus;

 Use an asynchronous intack, so that each box could run at its optimum speed and
there was no need for global synchronisation;

* Use a symmetrical interface, so thay &ox could be connected toyahox;

»  Have flow-control across the interface so that data was not Vestiebuffers were full
(but this may hee resulted in reduced performance if a communication was blocked).

These ky pinciples resulted in a number of benefits:

The system was scalable, so that systems could be built withuarber of processors,
memories, and peripherals;

*  There were f& constraints on the topology of the system, so that systems couidltbe b
with ary shape as well as grsize;

e Multiple units could be configured for redundgi@nd fault-tolerance;

 The system was truly modujan that a huge variety of systems could be built from
comparatrely small number of building blocks.

While the Modular One computer systemsltowith these interfaces were vee used in
space, thewere used by the European Space Agéac Ground Support and Operations.

Interestingly this concept of modularity was pre-dated by the Ferrargef®e in the mid
1950s [Ross 2012].

4.1.2. 1980 - System on Chip, Serial Interfaces

During the 1980s, it became clear that duld be possible to put a complete computer on a
single silicon chip, including processonremory and interfices. On@f the first examples of
this was the INMOS transputer [INMOS 1985]. This had aveational external memory
bus, similar to other microprocessorsytht also had four serial interfaces or “links” that
inherited the ky mrinciples of the Modular One interfaces.

Overall, the four links, including the phical layer interface, all the serialising and de-
serialising (SERDES) and DMA logic for each direction for each link, took up about the same
space as the #d-point processorBy comparison the on-chip RAM, the floating-point
processor and the memory interé (including all its pins) each took up significantly more
chip area.

At the time the transputeras introduced, a 10 Mb/s Ethernet interface needed a chip-set of
three chips, whereas a serial link needed around 2% of a single chip on the transputer and its
DMA engine another 2%.

Performance of the early transputer links was modest, but at 20 Mbits/s in each direction (full-
duplex) a single link was well@er twice the performance of an Ethernet connectidhth

the four links per transputer running full-duplat 20 Mbits/s, total serial throughputas

160 Mbits/sper transputer.

Copyright © 2013 4Links Limited. 19
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As well as keeping theely pinciples of the Modular One intexdées, the transputer links
added the following:

 They were serial interfaces, to reduce pin count and to simplify connections between
chips;

» They used DMA to access the transpusememory with very lonv processor wverhead
per packet.

4.1.3. Transputer serial links in space

The space industry recognised the potential of the transputer and its links for bulding f
tolerant networks on-board spacecraft. Missions included the Cluster group from ESA, man
satellites from SSTL and from CNES, and the SOHO collaboration between ESAA&AD N

In fact, the transputers used in these missions were not specifically designed as RadtHard, b
they were from batches selected for radiation tolerance and designedaudtgoferant
networks.

The SOHO satellite continues to send back images of solar corona discharges.

4.1.4. Modularity

In the early days of the ddopment of the transputeit was found that a useful way to
explain the ideas was to compare the transputer wttbadding blocks such as Igp™ and
K'Nex™. Theseuse a very simple standard interé that can be used to connect a wide
variety of different building blocks, in order to build anee wider variety of constructions.

The serial links of the transputer were such a simple and easily usable interface,yand the
encourage modularity.

The opportunity was ta to propose a standard Transputer Module, or TRAM, which used
the serial links as their intexfe. Thesavere printed circuit boards about half the size of a
credit card, with just sixteen pins. In effect theere 16-pin Dual-Inline-Packages (DIPs)

with 3.3inches between the pins instead of theventional 0.3 inches between pin$hese
modules were very popular and were made by INMOS and by other companies in Europe and
the USA.

4.1.5. 1990+ Transputer links to IEEE-1355

Towards the end of the 1980s, asngeneration of the transputer was planned, taking the links
to 100 Mbits/s and adding some importantpeinciples:

 Adding a minimalist paakt protocol, consistent with the generalvamdowads packt
communication and switching;

* Adding a netwrk protocol so that the packets could be routed through a network of
routing switches;

* Adding virtual channels, so that a variety offeliént communications can share the
same physical links.

The TRAM standard had been popular as a way to construct systems inside a boxw The ne
200 Mb/slinks provided the opportunity to create a standard for connections betwees, box
and an internal standarche proposed in the late 1980s. Colleagues at INMOS, together with
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other contributors in Europe, took this forward to create the IEEE-1355 staridekdep the
standard simple, the network and virtual channel protocols were leftuiidll bhe preious
principles that hee keen outlined were included in IEEE-1355.

Notable among the contributors was CERN, who built a large test system with 1024 links,
over which they ran a soak test for three months, logging’ Hits transferred without a data
error on a link [At one point during the test, a thunderstorm upset the computer antknetw
that were controlling the test, but there was no failure on the links] [Haas 1998].

Also among the contributorsyen in the early 1990s, were Dornier SatellitenSysteme (DSS,
subsequently EADS-Astrium, in Munich).

The IEEE-1355 standard was confirmed in 1995, after which the European Spacg ahgenc
a number of other @anisations in the space industry joined the activity.

For what at the time were probably correct commercial and political decisions, the ne
transputer and the IEEE-1355 standard were abandoned by the gaimganad takn orer

INMOS. Thestandard ws used by Canon, who needed to adapt some aspects of the standard
for a networking applicationA number of small adaptations were also required for Space
and so a ne standardisation activity was launched by the European Space YAgéhds

activity became SpaceWire.

4.1.6. IEEE-1355 and early SpaceWe in Space

During the deelopment of the SpaceWire standard, thees wlearly an interest in using the
IEEE-1355 standard and in drafts of the SpaceWire standard for space applidaA@{s-

Astrium Munich commissioned chips that wenaikable in a rad-hard version, and these
chips are flying on Rosetta, on Mars Express and on Venus Express from Europe, on Solar
Dynamics Obsemtory and STEREO for NASA, and on the commercial Broadband Global
Area Network satellites for Inmarsat. As well as the Data-Strobe (BXSjon of IEEE-1355

that has carried through to SpadedV Rosetta is also carrying the “Three of Six” (TS)
version of IEEE-1355, which has the benefit @flvanic isolation at a slight penalty in
available bandwidth. Early arsions of SpaceWire are also flying on SWIFT and on other
missions classified for commercial or other reasons.

4.2. The current SpaceWie Sandard

Compared with IEEE-1355, the SpaceWire standard:

* Evolves the DS (Data/Strobe) Physical altexatf | EEE-1355
e  Corrects an initialisation bug in IEEE-1355

*  Remaoses :osme ambiguities in IEEE-1355

*  Remoaes the End of Message tek (used in IEEE-1355 to implement virtual channels),
using it instead as an Error End of Packet token

* Remoaes the TS (galvanically isolated, flying in Rosetta) physical alteraati
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Remares the HS (Gbit/s) physical alternagi

Remoares the SE (single-ended, chip-to-chip) physical alteveati
Uses LVDS rather than PECL, for lower power

Uses space qualified connectors and cable

Includes a simple Network Layer protocol

Adds Time Code distribution

Apart from these changes, the SpaceWire standard embodiesytiinkiples that hee keen
outlined:

Bus kept inside each unit, notep entire system;
Serial interface;

Asynchronous interface;

Symmetrical interface;

Flow-control across the interface;

Minimalist packet protocol;

These qualities, as before, bring the benefits of scalabilipological fleibility, fault-
tolerance and modularity

The standard is cleanly layered, with minimedrtap or interaction between thevéts.

The levels that are defined are:

the Physical leel: two sgnal pairs in each direction, PCB traces, connector and cable;

the Signal led: LVDS including failsafe, terminations, Data-Strobe signal encoding on
the two pairs, signalling rate, kv and jitter;

the Character e&l: Data characters, Control characters, Time Codes, pendyacter(s)
to be sent at initialisation or after errbost interface encoding;

the Exchange iel: Normal Characters (that are passed through theonktvand Link
Characters (that are local to a singlg/gpbal connection), fle control, clock recaery,
initialisation state machine, errors and error veng Time Code distribution;

the Packet hegl: destination address, cargo, end-of-packet markers; and

the Network lgel: Wormhole routing, path addressing, logical addressing, header
deletion, group adap® routing, hav to do lroadcast or multicast, network errors and
recovery

It is useful to summarise aweof the main characteristics, particularly those that afereifit
from some other networking standards:

Data-Strobe encoding
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. Low-leve fl ow-control
. Packets
Paket routing

. Time Codes and their distribution

The following sections highlight some of the main features of SpmeeWlauses, “ECSS-
E-ST-50-12C and related standards”, discusses each of these topics in greater depth.

4.2.1. Data-Strobe encoding

There is a need in grcommunication system for a means of nezng the clock from the
receved dgnals. Inlong-distance communication, this tends to be with a phase-locked loop
per channel, which would be possible for space but which needs analog circuitry that is
undesirable in space electronics. An altexmais to £nd a clock signal on a separate wire,

but this has tight demands onesk ketween the signalsSpaceVife uses a Strobe signal on a
separate wire, which is Gray-coded with the signal wire so that for each bit transmitted, there
is a transition on either the Data or the Strobe signal. This still needs dhe tskoe
controlled, but is more relaxed in this respect than separate clock and data. The tecasique w
originated in the INMOS transputerDS-Links, then standardised in IEEE-1355, arasw
subsequently adopted by IEEE 1394/FireWire.

4.2.2. Low-lerd flow-control

Flow-control is often seen as a higlvde protocol, and indeed for long-distance
communication needs to be sdhe lack of flow-control at a o levd, however, requires
buffers large enough that théalmost) nger overflow. SpaceWre permits low-cost circuits
with small huffers, and the fl-control ensures that data is preserved and that ufier®
never overflow. Having lamger luffers than the minimum permitted impes overall network
performance, but the flow-control allows implementations of SpaceWire that eariittia
more logic and bffering than cowentional RS232/422 ARTSs, even though SpaceWire runs
orders of magnitude faster than these UARTS.

4.2.3. Packets

SpaceVite uses a minimalist paekformat, with data bytes and a packet termina@iten,

the first data byte(s) are interpreted as a routing hedeera point-to-point connection

(i.e. notvia a routing switch), the header can be zero length; for a routed packet, the header is
a destination address that can be as long as neces&aycargo can similarly be as long as
necessaryand no limit is defined in the standarth practice, most systems will benefit from
imposing a form of Maximum Transfer Unit (MTU) to peat a long packet blocking other
traffic in the netwrk. Thepaclet termination is a single control charactw@ther End-of-

Packet (EoP) or ErrerEnd-of-Packet (EEP).

After the standard was issued, it was agreed to include a protocol identifier (PID) as part of
the headerbetween the destination address and thgacaAs in other standards such as
Ethernet and Internet Protocol, the PID allows a variety of different higi@mprotocols to
inter-operate on the SpaceWire network without interfering with each other.
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The minimalist packet protocol of SpaceWire provides what is absolutely necessary and no
more. If extra information is required in a headesuch as the source of the packet, a
checksum, or a protocol to be encapsulated on SpaceWire, these can all be added at a higher
level. All that is added, weever, needs to be generated and checked for each packet, which
can impose substantial delays in processing eacltepatkesimple rav SpaceWre paclets

provide a very efficient communication system with vemy [wocessing werheads as well as

low overheads on paelts. Thepaclet overhead can be asvoas ur etra bits for each end-
of-packet marker on a point-to-point SpaceWire link with no routing header bytes.

4.2.4. Packet Routing

SpaceWre can be used with or without routing switches, and satellites can include point-to-
point connections as well as a network (or networks) with routing-switches.

When using routing switches, SpaceWire packet switching useanilidle Routing” so that
the front of a packet canVmleft the routing switch before the end of the packet hagedrri

The SpaceWire standarequiresthat routing switches to provide what the standard calis P
Addressing, anghermitsthem to provide what it calls Logical Addressing. each case, the

first data character of a packet seen by the routing switch is used as a routing header to
determine which output port of the routing switch the packet is routed to.

In Path Addressing, values of the first data character from 1 to 31 result in tlet Ipaick)

output to port 1 to 31 respeatly. The special value of zero results in the packet being used
internally by the configuration/management port of the routing switch. After the character has
been used to address a particular output port, the character is no longer required and so is
deleted.

In Logical Addressing, values of the first data character of a packet are usedta iodle-

up table to determine the output port. In this case the character is not normally deleted, as the
same character can be used ivess routing switches to steer a route through the osdw

For small networks such as tend to be used on satellites, logical addressing ide pro
exceptionally lav overhead for routing the packets.

The use of routing tables makes the router design considerably more x@ampladds a
critical requirement to protect the table contents against corruption by radiation effects.

4.2.5. Time Codes and their distribution

It is useful for all the subsystems on a satellite teeha easonably consistent weof time,

and SpaceWire provides a means of distimiy such a consistent we Time Codes are
special sequences of characters whicle falority over the normal data in a packet and are
distributed to all nodes in the SpaceWire nativ A small amount of jitter is normally
introduced, both in the generation and distribution of Time Codes, resulting iw a fe
microseconds variation in the weof time from different nodes in the neivk. A scheme

has been proposed that is completely compatible and interoperable with the standard, where
the jitter in Time Code generation and distribution can be reduced tav aefes of
nanoseconds [Cook 2003].
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4.2.6. SpaceWie in comparison with other communication techniques

SpaceVite is a recent vecomer to the world of computer networks and avionics dasa b
systems. Thisection of the Handbook introducesaal competitors of SpaceWire.

The Onboard Computer and Data Handling Section at ES¥ide® a good comparison of
computer and interconnect techniques on its website at
http://ww. esa.int/ TEC OBCDH i ndex. html .

4.2.6.1. Asynchronous and Synchronous Serial Communications

Asynchronous BRT connections require the clocks at each end to be controlled to within a
few percent. Vpically, oversampling of the receed dgnal is performed at sixteen times the
expected bit rate. After detecting a start bit transition, the remaining eight data bits are
sampled using the predetermined clock frequeritius 8.5 bit-times elapse from the initial
transition until the middle of the last bit period, and thus thewvealick must be accurate to

just under 5% of the clock rateyem before allowing for jitter on the recssd sgnal edges.
RS-422 differential signalling can provide data rates of 115 200 baud.

Using RS-422 with synchronous clocking, speeds of up td@s are possible. In contrast,
each bit of a SpaceWire data stream is self-clocked, and a SpaceWikerrdoes not
directly rely on a clock in the recer.

4.2.6.2. MIL-STD-1553B

The MIL-STD-1553B standard ag published in 1978. It provides a serial bus fooracs
applications, and it has also fouravdur for spacecraft onboard data handling.

MIL-STD-1553B specifies a shared bus that comprises a number of redundant twin-ax coaxial
cables. OndBus Controller and 31 Remoteerfinals may be connected to each of these
cables using transformer coupling. If the bus master fails, another device eawdaks

role. Thesignals on each cable are Manchester-encoded, halfxdameclocked at a rate of

1 Mbps. Thevoltage swings at the Remote Terminals are in the range 1.4 t9.20.0

Data words on the MIL-STD-1553B bus are 16-bits in length, and groupsrdswnay be
transmitted without gaps to makrnessages. Betweanessages, there is a minimum gap of
4ps. Thereis a rich command @rd structure for use by the Bus Controlléfhe Bus
Controller initiates each transmission by a Remogeminal, so it manages all of the
scheduling on the bus.

Store-and-fonard repeaters can be used between separate MIL-STD-1553B busefsl to b
larger hierarchies of nodes.

Compared with Spaceivé, the data rate of MIL-STD-1553B is verywloAlso, the common

bus mature of the architecture forces all of the Remote Terminals to share the same b
bandwidth, rather than using separate point-to-point links in parallel. The use of store-and-
forward repeaters to increase the number ov@gbtes beyond 31 adds considerableae
latengy.

Despite MIL-STD-1553B hang a shared bus topolagys transformer-coupling and resisti

current limiting limits the décts of fiults. SpaceVWe, on the other hand, provides point-to-
point paths between nodes and routers that cannot pick up interference from other nodes.
Providing redundant routers, redundant links and the ability to re-route messages through the
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network makes fault isolation in SpaceWire more effecti

For further details on MIL-STD-1553B, see [MIL-STD-1553B], [Klar 2008] and [Larsen
2011].

4.2.6.3. CAN bus

The CAN bus was originally proposed for the autonwatiindustry dthough it has since
spread into lwercost space applications. The ISO 11898 CAN standardide® a
specification for 125 kbps and 1 Mbps physical and link-layer implementations (ISO 11898-3
and 11898-2, respeedy). Thereis also a time-triggered CAN specification (ISO 11898-4).
There is no Network Layer or Transport Layer in the CAN protocol stAckapplication-

layer protocol (“CANopen”) and seral specialist highelevel protocols hae keen proposed

by the ECSS for space use.

Like MIL-STD-1553B, CAN uses differential signalling on asb Unlike MIL-STD-1553B,

CAN solely uses resist interconnections to the bus, and a differential swing of just 2
Onto this bus, the CAN protocol introduces a small number eflfigrmat data framesA
substantial part of these data frames is set aside for the Arbitration & Control Field which
allows nodes on the bus to compete for the right to transbhlike the collision-based
backof mechanism of Ethernet, the CAN scheme is non-destgjetith the highetpriority

frame continuing to be sent while the lower-priority ongeginay.

The CAN standard isven less rich than SpaceWire, having no Network layer in its
architecture. Itphysical layer is very simple,ub one nodes ron-adherence to the arbitration
scheme could be very damaging to the whale, Iso reliability is not its strong point.
Galvanic isolation is not built-in to the CAN standard, ualMIL-STD-1553B, but isolation

at each node is possible with &etiglicon devices. Redundarcmanagement has also been
proposed for CAN by the ECSS-E-ST-50-15 Working Group.

For details of the use of CAN within ESA, see [Furano 2011].

4.2.6.4. Ethernet

Ethernet is only specified for four common speedsMifs, 100 Mbps, 1 Gbps and Gbps,

each with a different cabling requirement and signal coding arrangement. Each has a data
extraction scheme that requires considerably more signal processing effort than iggpaceW
consuming more logic and consequently more power in operation.

The Ethernet data link layer has a minimum packet size of 64 octets, including the 32-bit CRC
but not the 8-octet start-of-frame preamble or the 12-octet inter-frame gap, and is thus less
suitable for rapid-fire small command and response activities than Spacdladdition, its

48-bit hardware addresses areer&ill for use on a spacecraftEthernet does provide a
paclet-wide cyclic redundaryccheck (CRC) that can signal errors once the whole of agpack
has been rece@d. Themaximum packet size is 1518 octets, which requires data streams
longer than this to be segmented.
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4.2.6.5. TCP/IP Networking

A switched netwrk, using Ethernet and protocols such as TCP andalPsimilarities to a
SpaceVite network that contains routerddowever, TCP/IP only supports logical addressing,

and there is only a source route-setting scheme at the IP transportBthgrnet routers are

often store-and-forward in nature, which cause higher latencies to transmitted packets than
SpaceWire, which uses wormhole routing.

By allowing broadcast communications, Ethernet will circulate a packetefdrea network

that contains cycles, (subject to the time-t@-leontrols in higheflevel protocols, of course).
SpaceVite networks, on the other hand, may contain cyclic connections, \and the need

to reason about the whole network topology when the routing structure is being changed
during failure receery operations.In Ethernet, re-analysing the network using a spanning-
tree algorithm typically causes the whole of the network to become idle during re-
configuration.

Cornventional TCP/IP networks alo multiple links between te routers to be used in parallel
- ‘link aggreaion’. Thisis equvaent to the group-adap® routing facility of Space\ive,
although the latter provides more controlero non-nominal paths which will aidafilt
investigations.

Finally, the underlying IP protocol only provides a ‘best effort’ packetvdsglimechanism,
which can destippackets if there is congestion in the netk. In contrast, SpaceWire has a
built-in flow control mechanism that blocks paths through the network if traffic is not
consumed, which is easier to reason about, but can impact performance on other links.

4.2.6.6. Optical Fibre

ECSS-E-ST50-12C SpaceWire is not specified for optical fibre connectidhsre are man
reasons withis was not possible:

»  flow-control uses up to 56 bytes of credit - insufficient for a high-speed line.

» the bit-error rate of optical fibre is &ky to be of a similar magnitude to what the single-
bit parity scheme of ceentional Space\ive can handle, so is probably acceptable for
applications to deal with by themselves.

»  SpaceWire signalling is not DC-balanced, so a different coding scheme is required.

The forthcoming SpaceFibre standard addressey ofatese issues, such as providing an
error-detecting and retry layer.

4.2.7. Where SaceWire is being used

SpaceWite is being used on a wide variety of different missions, throughoutdhd.wThe
European Space Agenplans to use SpaceWire for most, if not all, of its future missions
[Parkes 2011]. A number of national missions, such amwan’s Argo 5 stellite, are using
SpaceWife. Key US missions are the James Webb SpaceleScope, the Lunar
Reconnaissance Orbifend GOES-R.

The information gien here is gven in good faith to the best of 4Links’ kindedge and belief.
Many, but not all, of the missions are mentioned iarf@s 2011]. In addition, estimates are
included here of the types of mission and tkeemt to which SpaceWire is used in each
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mission, and these are necessarily rather sugecBome of the information is unpublished

and has been gained from informal discussions at public meetings such as thei®paceW
Working Group and at conferences. 4Links welcomes additions, comments and corrections to
this list.

The following table lists missions thatweaused IEEE 1355 or SpaceWire.

The “Mission Type” and “Extent of SpaceWire” columns represent

4.3. The Future of SoaceWire

4.3.1. Hav the SpaceWie Sandards will Develop

The SpaceWire Working Group has already defined the Protocol Identifier so that multiple
protocols can inter-operate on a SpaceWire network, and has defined a Remote Memory
Access Protocol (RMAP)A number of other protocols are being defined, particularly to
encapsulate CCSDS and IP packets in SpaceWire, and more such encapsulation can be
expected. Anew protocol for SpaceWire has beervdeped in the US that is similar to a cut-

down TCP.

There are seral examples of SpaceWire running at Adfits/s or fster whereas most
current uses are between 10 Mbits/s andMbBiis/s. Thecurrent rad-hard silicon imposes
limits on the speeds that can be used, but A8IC chips and PHY chips which handle just
the high-speed front end will makt easier to use SpaceWire at higher speeds.

A current ESA project is SpaceFibre, which aims tcet#le SpaceWire protocols up to
between 1 Gb/s and 10 Gb/s, using a different physical layer that might inétsileng for
both fibre and copper.

In 2002, a Plug and Play systermeo SpaceWre [Cook 2007b], was demonstrated that
extended to modularity to system configuratiofhe demonstration was shown rngames
around the world and undoubtedly contitid to the wide adoption of Space&/ It was
argued at the time that satellites areeéfl>configurations with no need for Plug and Playice

such a plug-and-play capability is usedwieer, it can be used for the unexpected changes in
system configuration and hence can assist Fault Detection Isolation anterR4E®IR).
There may also be benefits from plug-and-play for the manned space program, where
configurations are expected to changerdime. And for Responsie $ace, launching a
satellite in a fev days from mission definition means there is no time for system configuration
or software deelopment. Thesystem must just plug together and work, so plug and play is
necessary and DoBAir Force Research Laboratory (AFRL)vieadesigned a plug-and-play
system for SpaceWire [McNutt 2009].

In 2012, an ECSS SpaceWire Working Group iselbping changes to the Space@/
Standard to refine the specification of time-code distribution, to introduce ulisttib
interrupts, and to separate the norretkfinitions from the descripte ext.
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There are also communityfefts to deelop several physical layer variations, such asvér-
mass cabling, short-distance single-ended cabling, and galvanically-isolated cabling.

4.3.2. Hav the use of SpaceWse will evolve

Most of the early uses of SpaceWirevladeen as medium- to high-speed replacements of
point-to-point links such as RS422 typical configuration wuld be to connect an imaging
instrument to a DSP processar to aoss-connect a pair of instruments to a pair of
processors.

To some etent, this use of point-to-point links without routing switches took place because
there were no Rad-Hard routing switcheailable. Suchswitches hae row been deeloped,
howerer, by ESA, by NASA, and by a number of companies, ang tre being used to
construct increasingly-compleetworks.

NASAs James Vebb Space Telescope is using routing switches to build a large but simple
network. TheSpaceWire network on JAXASTRO-H spacecraft is extewsi

Routing switches can be used to build in the appropriai & fault-tolerance, allwing
different parts of the system to tolerate different numberautist For example a daisy-chain
(without the ends joined together oryacross-connections) does not tolerate some single
faults. Connectinghe two ends of the daisy-chain so that there is a ring is a simple way to
provide tolerance of a single failure, whether thduie is in a node or a linkWith three
links per node, networks can be constructed which toleratdathures, and in general, for

links per node, networks can be constructed to tolerate failures.

Many of the SpaceWire systems being built are modelling earlier systems based on a bus and
a gobal memory access moddHence the first protocol to be defined is the remote memory
access protocol, RMAPFor mary applications. thismodel is appropriate and provides a
minimal cost. For other applications, a network model such as Ethernet or the Internet is
appropriate. Thesalifferent models and their protocols can happily co-exiar @
SpaceVite network, just as prate Microsoft® and other protocols co-exist with TCP/ikro
Ethernet.

There is a growing consensus that Space\¥ the one interface standard that comes closest
to meeting the widestaviety of application needs for the space indysing so it must be
seen as a prime candidate as the interface of choice for modular systems andveclgamiasi
times.

4.4, Summary

SpaceVife has been an outstanding success in international collaboration, which has resulted
in its use worldwide.

While apparently ng technology SpaceWre has a lgacy going back to the CTL Modular
One unit interface of 1965, andea the Ferranti Pgesus, and a significant element of that
legacy has proed itself in space missions thatvealeen flying for man years.
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The lggacy of a ample interface that can be used for almost anything has been retained by
preserving a number okl principles. Thesdey principles provide modularityscalability,
and reconfigurabilityand are far more important than the implementation details.

Early uses of SpaceWire e leen @olutionary and hee ot therefore exploited the full
benefits that might bevailable from using Spacel¥. Asmore experience and confidence is
ganed, more of the benefits will be realised.

Benefits should also be realised from thel@ion of SpaceWire itselfHowever, if the ley
principles and concepts which underpin the Space¥tandard are lost in thatatution, then
mary of the benefits of SpaceWire will also be lost.
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5. ECSS-E-ST-50-12C and related standards

This section describes WoSpaceWre functions, as it routes packets between nodes and
broadcasts time synchronisation packets.

5.1. ECSS-E-ST50-12C : SpaceWe - Links, Nodes, Routers and
Networks

ECSS-E-ST50-12C is the primary standards document for SpaeeWt provides a full
specification of SpaceWire systems and all implementations must comply with its
requirements.

The ECSS-E-ST-50-12C Standardes:
» The Physical Layer of the protocol - cabling and connectors.

» The Signal Layer - the use of LVDS voltagerds, differential data-strobe encoding,
clocking, slkew and jitter; and signalling rates.

e The Character hel - an autline of the characters and control tokens used on the
SpaceWire bus.

 The Exchange hel - a definition of the interconnection of the amends of the link, in
terms of the state machine used at start-up, the démtrol mechanism, error detection,
exception conditions and lowatel error recavery.

» The Packet Legl - an gecification of the SpaceWire packet structure.

 The Network Le&d - an introduction to the concepts of packet addressing schemes,
wormhole routing switches, and error detection andwegaat the router hesl.

» The Standard defines conformance criteria for SpaceWire itself, as well as for a number of
subsets that might be used separately.

The SpaceWire Standard does not provide much guidance on jbylstem design, or on
how mary of the concepts - such as error nemyg - might be incorporated in an
implementation. Onef the aims of this SpaceWire Handbook is to provide extra guidance on
the application of the Standard.

5.1.1. Commentary on the SpaceWe& Sandard

This section looks at each of the protocwekls of the SpaceWire Standard.

5.1.1.1. The SpaceWe Physical Layer

The physical leel specification in the SpaceWire Standard is concerned with the construction
at the hardware V&l of components with SpaceWire interfaces.

The physical layer comprises:

+ the SpaceWire cabling;
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» the SpaceWire connectors; and
*  how SpaceWire is transmitted across printed circuit boards and back-planes.

The standard SpaceWire cable is a redhtiheavy and inflexible cable made up of four
braided inner conductor pairs, together with fillers, an outer braid and outer codthmgs.
Standard specifies the dimensional characteristics, the shielding characteristics, and the
electrical impedance andesk characteristics of the cable.

Conductor 28 AWG
(7= 36 AWG)

Insulating layer

Fillar

Twisted pair

Inner shield around
twisted palr (40 AWES)

dackar

Filler

Binder

Owter shield {38 AWG)

Oer jacket

Figure 51 - SpaceWe cable construction [from ECSS-E-ST-50-12C fegbi]

The standard connectors for SpaceWire are velhatiragile 9-pin Micro-D connectorsPlugs

are used on all SpaceWire cables, and etscfor receptacles) are used on boards and other
units. Thepin-out groups the transmit and re@iD axd S signal pairs togethewhich is
corvenient. TheSpaceWife connectors do not provide impedance-matched connections and
care must be taken to equalise the lengths of the wires to the@asiingdive conductors

in each differential pair.

Inner
in+ Sin+ shield Sout-  Dout-

66660
e

Din- Sin- Sout+ Dout+

Figure 52 - SpaceWe connector [from ECSS-E-ST-50-12C figi2]
(the contacts a viewed from the rear of a receptacle or the front of a plug)

The Micro D connector headshells are used as connections to the outer braid of thar8paceW
cable. Theground pin on a connector is joined to the braids of tleedwductor pairs that

are used for transmissions from that connecfs a ®nsequence, the grounded braids for
these inner connector pairs are isolated from one another for the whole length of the
SpaceWire cable and there is no termination of these inner braids at thier @i
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Low im pecla nee bapd rom auter braid o gonnector shell

LT Saut-

GROUND o .
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L/ 9,
" Sin- @
Dicmn + Dlin +
o— @

Dicmit-

Inmner shields are isalsted Irom one another.
Inner shidds around Sout and Dow pairs are comected
tegether and o pin 3 of connectar.

Figure 53 - SpaceWe cable assembly [from ECSS-E-ST-50-12C &du8]

See section 6.1.5, “SpaceWire Signal Grounding”, for a discussion on grounding issues in
SpaceWire systems.

As would be expected for a point-to-point communications standard, all Spade\ks on a
printed circuit board are point to point connections. Where SpaceWire signal cables connect
to a printed circuit board, those signals should be wired as differential pairs, with care taken to
meet the skw dstance requirements of the Standard. Where SpaceWire signals are run
differentially across a printed circuit board, the Standard specifies thatférertie in their

length should be less tharf® of the track length and also no more thamrh in total.
Similarly, the difference in track length for the data and strobe (D and S) pairdesédifal

signals should also be less tha¥ Bf the track length and no more than 5 mm in tofdiese
requirements are consistent with the recommendations for high-speed differential data
connections in textbooks such as [Johnson 1993].

Section6.1.4, “SpaceWire Cabling”, pvades information on cable length and signal gnitsy
issues.

5.1.1.2. The SpaceWe Sgnal Layer

The signal lgel specification in the SpaceWire Standard states that SpeeaWall use o
voltage differential signalling (LVDS) that accords to ANSI/TIA/EIA-644.

A SpaceWre link comprises tw pairs of differential signals data and strobe (D and S) in one
direction and a corresponding data and strobe (D and S) in the opposite direction.

The encoding used is the data/strobe (DS) encoding sch&me.is defined by the IEEE
standard 1355-1995For any gven transmit data rate, the data signal follows the data
bitstream and the strobe signal changes state wéethe data does not change from one bit
to the next.
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The D and S signals can beckisive-or-ed together to>dract the data and the associated
clock signal. As a consequence, the signalling rate can be changed on-the-fiytiatean

The Standard specifies that the D and S signals will not change at the same time, but the
recever should be tolerant of such simultaneous transitions and not hang up.

Data o 1 0 o0 1 1 0 1 1 O

Figure 54 - SpaceWe data charactes [from ECSS-E-ST-50-12C figu4-3]

The minimum data signalling rate is specified in the StandardMidgs2second which is
comfortably abwe the reciprocal of the disconnect timeout of 80 Themaximum data
signalling rate is determined by the signaslend jitter specifications which determinevho
close to each other the data (D) and strobe (S) signal transitions can occur.

For instance, in figure 5.5, the topdvwraces shw the timing of the D and S signals asythe
are transmitted. The middle dwiraces shw how the D and S signals are relety delayed

by slew and jitter by the time that tlyeare receved. Inorder for the clock to be successfully
extracted, the receed D and S signals must remain stable for the ‘set-up’ and ‘hold’ times of
the extraction logic. As the data rate of the link is increasedT(j.€lecreases) and as the
length of the cable increases (ile tjy, jitter increases), so the timing ngar reduces
towards zero. Eventually there is not enough time to extract the clock reliagig the link
stops working.

Some example jitter and ek hudgets are gen in the SpaceWire specification.
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Figure 55 - Slew and jitter [from ECSS-E-ST-50-12C figué-2]

To provide a common start-up mechanism, each SpaceWire link transmitter initially attempts
to connect at a data rate of IB/s + 10%. Onceconnected, the link transmit speed can be
varied between the minimum and maximum data signalling rate for that particular connection.
A SpaceWre link recever will be able to recee data at ap alowable speed [up to the
implementation limits], and track the transmit speed of the attached transmitter at all times.

Note, havever, that the Standard permits SpaceWire to be @dcko more slowly than
2Mb/s. Section6.6.1 eplains that the nominal 850 n1(0%) timeout on link signal
inactvity may provoke a Ink timeout for speeds \eer than 1.3 Mb/s,wen if the nominal
threshold is 1.181b/s. Also,sections 4.5 and 8.4.7 of the Standard speciy &dailed link

is re-synchronized and restarted using an “exchange of silence” protocol with timeouts of
6.4 usand 12.8 us, andevy low data bit rates could cause data to still be flowing at the end of
these silence periods. This isywBAMb/s is specified as the minimum bit rate in the standard,
rather than 1.3 Mb/s as indicated by 1/(850ns-10%) b/s.

The Standard specifies that a rgeeishould not generate a stream of arbitrary data if it
becomes disconnected. This is particularly important in a space application where redundant
units are likely to be powered off.

The Standard recommends that a negeshould report a high iel logic signal when it is
disconnected from a transmitter if its inputs are shorted togeth&imilarly it specifies that
a SpaceWire line drier should present a high impedance when it is not powered.
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5.1.1.3. The SpaceWe Character Level

In SpaceWire characters, data bits are transmitted together with the parity bit ofvtbaspre
character and a data / control flag Mfhen the data / control flag bit is set to 0, this indicates
that the character is a 10-bit data charaetkich thus contains eight data bits.

Data characters

PO X X | X | X|X|X|X|X

/) 0 1 2 3 4 5 6 7
/| LSB MSB

Data-control flag

" Parity bit

Figure 56 - SpaceWe data charactes [from ECSS-E-ST-50-12C figur-1]

When the data / control flag bit is set to 1, the character is a 4-bit control chaxhatar
contains tw data bits and can represent four distinatlues. Thes&ontrol characters are
either used indidually, in the case of the fl@ control token (FCT), the normal End ch¢ket
(EOP) and the Error End ofaBket (EEP) control characters or in conjunction with other
information in the case of the ESC escape character.

Control codes areuilt up from one or more control characters, possibly together with data
characters. &t instance, the NULL control code is made up from an ESC control character
followed by a FCT control codeA timecode is made up from an ESC code fedd by a

data character that contain an eight-bit timecode field [see below].

Control characters

«— | P|1]|0]| 0| FCT Flow control token
<«— | P | 1|0 |1]| EOP Normal end of packet
<«— | P | 1|10 EEPErrorend of packet
<«— | P|1|1|1| ESC Escape

Control codes )

<« P/1{1]1]0|1(0([0| NULL

(P)
—|Pl1[1]1][1|0|T|T| T, T| T T T,| T,| Time-Code

Figure 57 - SpaceWe control charactes and control codes [from ECSS-E-ST-50-12C &giR]

Each parity bit ceers the tvo or d@ght bits of the previous charactetus itself and the data /
control flag of the current charactend is defined to prade odd parity so that the total
number of ones in the field just specified is an odd number.
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Data character EOP FCT
— o 07 o1 ]

!F’IO}X!XIXIX!X!XIX!X!PM\0!1|P\1!0|0\
|

-l | —li. | 7|

Parity coverage Parity coverage
Figure 58 - SpaceWe parity coverage ffrom ECSS-E-ST-50-12C figur-3]

Each 8-bit SpaceWire data character therefore carries a 2eoitead, which translates to
20% of the link bandwidth being consumed by the charas®head. Thigs similar to, or
better than, the parity bit, start bit and one/tstiop bit overhead of an asynchronousART
stream.

One node in a SpaceWire network is responsible for generating timecodes, which are then
propagted throughout the rest of the netlw by all of the routers within that netwk. Time

codes are six bit values, typically incremented and transmitted once per second, and the
remaining tvo bits of the time code character should be set to 0. Upon reception, only the
least-significant six bits of the reved time code walues should be taken into account,
although the Standard does not specify what to do if the most-signifiaabit$vof the eight-

bit receved value are non-zero - and indeed whether the latter case provides a valid time code.

5.1.1.4. The SpaceWe Exchange Level

The exchange &l is concerned with the control of the Woof characters on each point-to-
point link in a SpaceWire netwk, and its aim is to ensure that characters are only transmitted
when there is buffer space at the reeeio accommodate them.

A SpaceWre link carries a stream of data and control characters in each direGudy.the
8-bit contents of the data characters and the EndraiielPand ErrofEnd-of-Packt indicators
are passed to and from the highlexels of the protocol stack. These are called N-chads.

of the other control characters and multi-character control codes are only useckehémge
level or below. The logic at the exchangevi manages the transmission of N-chars across
the link, to guarantee that the buffers at the veceinever become full.

Data characters from the higher packetllenay only be transmitted when the re@eihas
adwertised that there isulffer space for those characters by the transmission ofaaGéatrol
Token (FCT). EachFCT sent by a node aeltises that it has space for eight more N-chars in
its receve kuffer. A recever may transmit up to sen FCTs when a link starts, and will send
another FCT each time the reaeiuffer has been emptied sufficiently to allanother eight
data characters to be recsl.

As well as data characters and FCTs, the transmitter will transmit time-code control codes
wheneer one has been requested by the time-code logicme-codes ha the highest
priority on a link, followed by FCTs, and then data characters. When a transmitter has
nothing else to send, it sends NULL control codes.

In order to ensure that a link starts up properig issues the correct number of FCTs before
transferring data, the SpaceWire Standard specifies a state machine (see figure 5.9) that
defines hw a transmitter and a recexr progress from theErrorReset state, through a
number of intermediate states, into fRen state. Onlywhen a link is in thdkun state may
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time codes and data characters behanged. Thisstate machine relies on timeouts,
incoming data values in either direction, and the absence of error conditionsecdafand
then maintain) th&®un state. Afterthe detection of an error condition or the receipt of a link
disable command from the controlling logic or processioe link state returns to the
ErrorReset state and when re-enabled the link reconnection hanelshak be performed
again.

ExErr OR

gotFCT OR
RxErr OR ErrorR eset gutN.-Cl'l.arCI[{
CreditError OR Recet Tx gotTime-Code

[Link Disabled Reszet Rx

After 6,4 ps

Run
Send Time-Codes!
FCTs/N-Chars/NULLs
Enable Bx

ErrorWait
Reset Tx
Enable Bx

ExErr OR

gotFCT OR
gotM-Char OR
st Time-Code

RxErr OR
gotM-Char OR
gotTime-Code OR
after 12,8 ps

ExErr OR

gotFCT OR
gotM-Char OR
gotTime-Code OR
after 12,8 us

After 12,8 ps

Ready
Reset Tx
Enable Bx

Connecting
Send FCT/NULLs
Enable Bx

Started
Send NULLs

Enable Bx

Link Enabled
gotNULL [Link Enabled]

Figure 59 - the SpaceWdrlink state machine [from ECSS-E-ST-50-12C &dt2]

There are three signals that control the state machine:

» LinkDisabled is a static signal that is set within a node to disable the link. This signal is
used directly to signal a transition from tRan state to thé&errorReset state. Indirectly
it contributes to tha.inkEnabled signal that is required for the state machine toseno
from theReady state to thétarted state.

AutoStart is a static signal supplied by a node that causes the link to start whenviégecei
a NULL token while the state machine is in tReady state. IfAutoStart is not set, the
link will remain in theReadystate until the.inkStart signal is asserted.

LinkStart is a signal that should be asserted by the node logic when the node wishes to
start the link, and then de-asserted once the link is running. Its purpose is to cause a one-
off transition from thdReady state to thétarted state.

In addition to these three control signals, there am dgnals that are set by the state
machine logic itself:

» gotNULL is a signal that is set when a NULL is reedion a Ink, and reset when the link
passes through tHerrorReset state. Itgpurpose is to remember whether an initial NULL
has been recegd, which is the first part of the start-up handshsgquence.
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» LinkEnabled is a signal that is set when thénkDisabled signal is reset, and either
LinkStart iis temporarily asserted, &utoStart is asserted angotNULL indicates that a
NULL has recently been resed.

The purpose ofutoStart, therefore, is to allw a link to be started when it reges a NJLL
from the other ends; in this case it does not send a NULL until ivesoaie. Thiscontrasts
with the situation wherdutoStart is not set, when a pulse &umkStart is required to start
the link. AutoStart is therefore useful in ske rodes which do not attempt to send a first-
NULL to start the &r end of a link, and instead only respond to arvactde which starts
them. Noticehat if the nodes at each end of the linkeéhtneir AutoStart signals set, neither
end sends an initial NULL and the linkuee starts.

Fdlowing an error that resets the state machine tcEtiherReset state, the state machine
imposes a 6.4s delay before it enters ti@rorWait state, and then another 12.8 us delay
before it enters thReadystate. Fronthen, if both ends of the link assemkStart , the link

will be started after each end sends a NULL and then an FCT - just 2us being needed to
transition into theRun state. Theotal delay of 19.2 us ensures that both ends of the link see
an idle line, and hee deared theirgotNULL signal, before being prepared to reeem

initial NULL.

Errors that cause link disconnection and/or timeout are a disconnect command, parity errors,
escape errors, flocontrol credit errors and character sequence errors. When aer@cer

is detected, this information should be passed to the controlling logic or procHssoe

node detects an error and disconnects its end of a link, the loss of signal transitions results in
the other end of the link detecting thault within a timeout period of 850ns and also
becoming disconnectedThereafter if the nodes holdLinkStart high, or one holds
LinkStart high while the other ha&utoStart asserted, the reconnection sequence will
immediately begin to start again.

Outline the problem with geecy IEEE 1355devices at link-start?

If one observes a link repeatedly disconnecting and attempting to reconnect, the period of
attempted restarts will be approximately[&2 made up from 6.4 s in stdferorReset,
12.8 pdn stateErrorWait , a \ery brief period in statReady, and 12.8 s in statBtarted.

See section 5.1.2.1, “Overheads of the SpaceWire Exchangi, lfer a discussion on the
performance and throughput of the SpaceWire Exchangs.Le

5.1.1.5. The SpaceWe Packet Level

SpaceWre packets comprise a destination address, @ocarade up of one or more data
bytes, and an end of packet markDestination addresses are not needed on point-to-point
links, but are required in a network which contains router nodes. As much data as is required
can be transmitted before the end of mhchkiarler. See section 6.2, ‘@&ket Length
Choices”, for a discussion on very long packet lengths.

Whilst packets with zero bytes of cargo should not be transmitted by an end-point node, there
are some exceptional circumstances in which an EOP or EEP might hedecenediately

after another EOP or EE&hd recever logic (and software) should be designed to tolerate this
circumstance. Sesection 8.9.3 of the Standard for further information on this.
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Usually the normal end-of-packet marker EOP is used to terminate et plaakit is possible
to signal an error condition - typically that a data packet has been prematurely truncated in a
router - by transmitting an error-end-of-packet EEP.

The packet ledl, therefore, is able to send packets of Ength either to a single destination
or to a router that can determineahim relay that packet to itsrentual destination.

The werhead at the packetMd is a ®nsequence of the address byte(s) and the end-o&fpack
marker.

» For a point-to-point link, without ay routing, there are no address bytes and #eehead
is just 4 bits (for the EOP) on top of 10 bits per character in the packet.

* For packets routed using logical addressing, a singlerteead byte is required for each
packet, in addition to the end of packet marker.

* For packets routed using path addressing, aarttead of seeral address bytes might be
needed per packet, plus the 4 bits of the end of packet marker.

5.1.1.6. The SpaceW& Network Level

The SpaceWire network \el interconnects all of the end-point nodes of the SpaeeW
network, using a number of routerwdees. Rickets sent by each node will be prefixed by one

(or more) address bytes, and the network layer uses this addressing information to route the
packets to their destinations.

A SpaceWre network is made up of nodes which typically perform processing, or data
storage, or are some form of instrumentation, as well as routers or routing switches which
have mary input ports and therefore aloa number of nodes to be joined togeth&outers

use the destination address at the beginning of a Spacp¥¢ket to determine hato relay

that packet.

A router only accepts data foryamparticular link connection when there isifter space
available at the receiving node. It uses thevftmntrol credit adertised by the recesr of a
message to ensure that its output links awerfeooded with data that cannot be successfully
receved. This flow control blocking propagates right across a SpaceWire network and
therefore ensures that no data can be lost in transmisgtihin each routerdata bytes
propa@te from input port to output port just as soon ay Hne receved; this is vwormhole
routing rather than store-and-faavd routing. Wormhole routing considerably reduces the
lateny of transmissions, especially when multiple routers are cascaded together ge a lar
network.

Several forms of addressing are implemented by SpaceWire routerede All of them use

the initial byte in a packet as the routing address, and routers may delete this byte after use to
expose the next byte in the patkas the address for the next router in a chain. The initial
address byte recaid at a puter may be:

e Zero, in which case the paekis sent to the internal configuration port within this router
The header byte is deleted in this case.

* 1 to 31, in which case the paek is sent to the output port with this number @ath
addressing). Routermight not implement all possible 31 ports. The header byte is
deleted in this case.
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» 32 to 254 in which case the address is treated as a logical address, and the destination port
on this router is looéd-up in the routes’logical address table. The logical address table
indicates whether the header byte should be deleted in this case.

» 255 in which case this value is treated as a logical address, ae. adoweve, address
255 is reserved for future use, and should not be transmitted.

When using path addressing, each router vesdine header address bytes at the start of a
paclet and uses the first one to determine the output port to which that message should be
transmitted. Upome-transmission, that header byte is deleted. Therefore a message with a
number of header address bytes wilivdhahem succesggly removed as he message
propa@tes through a network of routers that use path addressing, and whevest atriis
destination there will be no header address bytes remaining.

The second form of addressing within a SpaceWire network is logical addressing. If a router
uses logical addressing, it employs a routing table to translate the logical address number in
the first byte of a paek to the physical output port that it will use to relay that packEach

router therefore, needs to store a routing table that specifiestdcelay a message to yan
possible final destination within the netik. It also stores a flag to indicate whether the
leading address byte should be restbwhen the packet is debred to each output port.

Group adaptie routing allows a routing switch, which is joined to another routing switch with
two or more SpaceWire links, to route incoming packets acrog®fmose links, depending
upon which ones arevalable at ay instant. Thigprovides load balancing and ensures that
the combined link bandwidth is used with maximutiicefngy. There is no requirementyb
probably should be) that the grouped links go to the sameegé¢he are (currently) allaved

to separate into distinct paths in the network.

Alternatively, logical addressing may be used by itself, or together with path addressing, in a
scheme called regional logical addressihg.this case, it is possible to operate a group of
routers using logical addressing within a wider environment that uses path addré&ssihg.
addressing byte is used to route the pathkrough groups of one or more routers before it is
deleted, exposing the next byte for further steps.

5.1.2. SpaceWie Performance Mor e needed here
*  Maximum throughput - unidirectional and bidirectional

With equal link speeds in each direction, the unidirectional data throughput is 80% of the
raw bit rate, and bidirectional data throughput is 76% of thebiarate.

*  Link/ network lateng and effect on throughput

*  Time code accurgqlimited due to NULL/Data sw)

5.1.2.1. Overheads of the SpaceWirExchange Level

For unidirectional traffic on a SpacdaW¥ link, there is no additionaiverhead imposed by the
exchange leel of the protocol. The idle re@erse channel of the link will carry a 4-bit FCT for
evay eight 10-bit N-chars carried in the forward direction, and these will be carried
concurrently with the primary tria€. Thisis illustrated in figure 5.10.
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In figures 5.10 and 5.11, the top tracevehicharacters passing one way along a SpaeeW
link, and the bottom trace she characters tvalling in the opposite direction. The blue
rectangles are data bytes and the orange ones are FCT char@apssin the traces are
where NULLSs are transmitted; these are noinshoTheinitial FCTs are those sent when the
link is initialised.

4|_|n|<5” 7.2 Multi-link SpaceWire Recorder

5 Observation 'fct-single’ from 2012/12/14 at 16:27:06

Port1 ENEREREREREREREREEEREEEEEEEEEEEEE

t=0Ons t=5200ns t=2916499ns

Figure 510 - FCTs for a unidirectional data flow

Figure 5.11 shows continuous bidirectionalftcabn a SpaceWire link. If we assume that the

link is saturates with long data packets, running at the same bit rate in each direction, then
eveay eight 10-bit N-chars carried in each direction will cause one FCT to be sent in the other
direction. Sincehe links are fully occupied in both directions with N-chars, the additional
FCTs will slov the primary traffic; 80 bits of trA€ will require an additional 4-bit FCT in

each direction. This amounts to an extra 5%wefleead.

4|_| N ks =2 Multi-link SpaceWire Recorder

5 Observation fet-multi’ from 2012/12/14 at 16:24:21

Pott LI ERERERERERRIEERERERREEREREEE NN
|

|
Ptz [ |11 HEEENEENEEEENEIREREENERNREEEEERIEE

t=0Ons t=5600ns t=2784895ns

Figure 511 - FCTs for a bidirectional data flow

One consequence of the intexieg of FCTs in the data streams is that there is a limit to the
difference that can be tolerated between the transmit angeaepeeds on a link. If the data
characters are transmitted at a high bit rate, and the FCTs are returned at a much slower bit
rate, then the data transmission will be throttled due to a lackvotéintrol credit when the
transmission time of eight N-chars is shorter than the time needed to send the FCT which
enables their transmission.

We @an explore the issue of widely-different transmit and wecgieeds by looking at the
extreme circumstance of a unidirectionalwilof the shortest-permissible [1-byte] pat
each terminated with an EOEach four bytes and four EOPs will be balanced by an FCT
flowing in the opposite direction, so (in steady-state) 56 bits musidager to transmit than

the 4 bits of FCT in the opposite direction. Therefore, the speed of the datet pack
transmission may be nadter than 14 times the speed of the FCT path if delays in the
transmitted stream are to beomled. Thisratio raises to a speed ratio of 20 times for the
continuous flav of data characters shown in figure 5.10.
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Need another diagram here.

When the FCTs on the sloside of a link are migd with data characters, we must ensure that
flow control credit is alvays available for the primary data traffic on thast side of the link.
Whilst each 4-bit FCT might be queued up behind a 10-bit data chatheterwill be little
impact werall because FCTs are transmitted with higher priority than data characters, and so
short bursts of FCTs will be generated if need be.

5.2. ECSS-E-ST-50-51C : SpaceWarProtocol Identification
ECSS-E-ST-50-51C specifies a SpaceWire packet format that provides:

* a me-byte logical address, as the packetvesriat he receiving node. Note that this
logical address might kia keen prefied by other logical or path address bytes that might
have been deleted as the@assed through the routers in the SpaceWire network;

* a me-byte protocol identification value.

» further packet bytes corresponding to the pacformat identified by the protocol
identification value byte.

As an alternatie o the one-byte protocol identification value, a three-byte extended protocol
identifier may be used; the first byte of this is zero and thoethat follov provide a 16-bit
protocol identification value in big-endian byte order.

Four protocol identifier values ke airrently been standardised. The Remote Memory
Access Protocol and the CCSD8&cket Transfer Protocol are specified in ECSS-E38¥562
and ECSS-E-ST-50-53 respeety and these are discussed in thatrievo sections of this
Handbook. TheGOES-R Reliable Data Debry Protocol [NASA 2005] and Serialrdnsfer
Universal Protocol [EADS 2009] are not specified by the ECSS.

There is a reseed range of project-specific protocol identifier values that may be used within
individual programmes.

5.3. ECSS-E-ST-50-52C : the Remote Memory Access Protocol

The Space\ive Remote Memory Access Protocol (RMAP) defined in ECSS-E-ST-50-52C is
a dient-sener protocol that provides a mechanism to read and write memory at a node in a
SpaceVite network. It has gained popularity because it models the way that people are used
to using a physical bus and thus helps them to map a model of that bus onto theiri®@paceW
network.

The RMAP protocol achies these goals in a general fashion, which providegbiléy, but
with high overheads for small transfers. All of the SpaceWire addressing schemes are
accommodated - limited path addressing, logical addressing and regional addressing.
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5.3.1. Commentary on the SpaceWe& RMAP Standard

The Remote Memory Access Protocol (RMAP) provides a genegateesetting and
memory access servic®aticular applications include:

» Controlling SpaceWire nodes by setting and reading their memory-mapped registers;

» Configuring routing switches, where a special configuration port iside@ for the
purpose;

» Transferring data to and from nodes, either in addressed blocks from memory or as a
continuous stream at a non-incrementing port address.

The protocol provides commands for read, write, and read-modify-wfite command
header is quite large (16 bytes plus a return path address, if needed for the i@paceW
addressing scheme in uselAs a consequence, reading or writing a single 32-litdw
requires more than sixteexte bytes of verhead. Thi®verhead ratio decreases as thegoar
data size increases.

A CRC is provided to protect the RMAP protocol headice it is important not to access

the wrong memory address, to issue the wrong command, or to return the/ladigeonent
paclet to the wrong SpaceWire node addreBse CRC is only eight bits in length, which is

not particularly secure,ub this is in addition to the parity bits within each SpaceW
characterand so @erall this mechanism is fairly raist. ACRC is also provided for the data
that is written by an RMAP command, and for that which is read. This CRC is also only eight
bits in length. The CRC algorithm used for both checks returredug wf zero if all of the
bytes checked are themselves zero, sonaeeathat the CRC check of aiffer containing all
zeroes will be successful.

Monitoring RMAP commands and responses for correct checksums is a good test of the
whole SpaceWire network, especially if incrementing Transaction IDs can be used to identify
ary packet loss.

The ECSS-E-ST-50-52C RMAP protocol specification containsyn@mfigurable and
optional features. Care must be taken to check the implementation details to determine
whether tvo nodes will interoperate successfullffhe basic RMAP read/write operations
may be assumed to exist.

The RMAP Standard does not provide much guidance on:

* How the protocol (and highdevel applications in the affected nodes) operate in the
presence of link errors;

 How to handle concurrencissues safely - such as synchronising exchanged data and
managing semaphores.
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5.4. ECSS-E-ST-50-53C : the CCSDS Packet Transfer Protocol

The ECSS-E-ST-50-53C CCSD&dRet Transfer Protocol transfers CCSDS Spaaekets
across a SpaceWire nefik. It encapsulates each CCSDS packet in a SpaceWireetpack
routes it to its destination, and then rexesothe encapsulation toveal the original CCSDS
paclet. Inaddition to the CCSDS packet itself, the protocol carries an ECSSHD-STC
Protocol ldentifier field, a packet length value, @g&t SpaceWire Address (of arbitrary
length) and a one-byteafjet Logical Address, a single-byte User Application Value, and a
resened 8-bit field that is alays set to 0x00.The length of the CCSDS Spacacket is
determined by the length of the encapsulating SpaceWire packet, i.e. by the receipt of the
SpaceWire EOP character.

The CCSDS &cket Transfer Protocol pvides unidirectional data transfers across point-to-
point links with no guarantees for successfulvagji The protocol is asynchronous and/an
response message wouldveao be orveyed by a separate mechanism, such as a second
CCSDS Packet Transfer Protocol channel.
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6. Specific Implementation Topics

This section provides guidance on topics that are important for a successful BpaceW
implementation.

6.1. Physical Layer Interconnections

This section deals with the physical layer electrical interconnection issues sudb8s L
signals, grounding and PCB layouts.

6.1.1. SpaceWie Binary Encoding

SpaceWWre communication is pure digital, usingwad/oltage Differential Signaling §DS).

These tw-level binary signals are rewered by a simple line-recer with no signal
processing requirement. The line code is a Gray-code which allows bit-boundaries to be
recovered from the data stream - the transmit clock isvereal at the receer.

As a result, a ery wide range of speeds is automatically supported by SpaceWire (currently
from <2 Mb/s to @er 600 Mb/s). Bit-to-bit speed change capability is a useful by-product that
allows spread-spectrum clocking to reduce electromagnetic interference and alg® allo
reduced power consumption by throttling back the transmit speed when there iveosdati

to transmit.

6.1.2. LV DS Signals and Leels

It would be good to include the/DS driver and recever loop as a diagram. In addition, sho
the wavdorm diagram as well as typical noise margins.

The SpaceWire physical layer is required to use Moltage Differential Signalling DS)

as defined in the document ANSI/TIA/EIA-644 (A). There are othdD% specifications,
including M-LVDS, B-LVDS and the IEEE 1596 signal specification that are sometimes also
discussed in the context of SpaceWire.

LVDS specifies a @ differential output voltage, nominally 38V, dtting at a defined
common mode leel, nominally 1.25/. The nominal output terminaloltages are thus
between 1.07¥ and 1.425v. This allows an end-to-endbltage difference between ground
wires (the common mode voltage range}aiV whilst keeping the recegr input terminal
voltages between 0.0%band 2.425v.

It is often beliged (and implied in the ECSS-E-ST-50-12C SpaceWire Standard [section
4.3.2]) that LVDS dners must be current sources. In fact, the circuiinshoompletely &ils

to achiee the common-mode voltage requirement and must be understood as a simplified
illustration, not an actual implementation. True current sources cannot control the output
common mode el and are alvays used within a feedback loop which has thfeatfof
making them behe nore as voltage sources, as théDIS standard requires (the Standard
specifies output voltages, not currents).

Devices such as the ActelTRX use voltage outputs and a resistor network to produce correct
LVDS levels. A lower supply wvltage (2.5V) is used than dedicated LVDSsehs (3.3V or
5V) and the off-chip series resistors limit fault curren{Silicon commonly fails lav
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impedance (short-circuit orvaanche conduction) which can dedi large fault currents.]
Actel specifies these LVDS circuits for operation up to I@60s (and Xilinx achiees
>1 Gb/s). The suggested resistor netk has the further benefit of providing a matched
impedance at the source which absorbs signal reflections or noise; perfect current mode
(or perfect voltage mode) sources would totally reflect such interference to degrade data.

The reasons whthe LVDS outputs must be controlled include:
» the control of signal rise-times to reduce the EMC spectrum;
» the control of link outputs when switching nominal and redundant modules;

»  the control of ger-voltage outputs under fault conditions;

It is difficult to find slav LVDS huffers. Atypical rise/all time of 1 ns is quite sk for such
devices; 300 ps is more typical. The LVDS standardvalibe rise/fall times to be as long as

30% of the bit period For SpaceWre data rates of up to 50 Mb/s, the bit-period is 20ns or
more and typical LVDS uiffers are an order of magnitude faster than is necesSach over-
specification produces a greatly extended emission spectrum and requires much tighter
matching of wire lengths and produces greater reflections from impedance mismatches such
as occur in the micro-D connectors.the rise and fall times were matched to the data rate,

we would limit the highest frequencies produced and greatly ease construction.

More information about LVDS signalling for Space®/can be found in [Cook 2008a] and
the effect of edge times on emissions in [Cook 2007c].

6.1.3. SpaceWie codec implementation

To be aupplied. Shouldalso add references to works on metastabilfi@inosar 2003,
Ginosar 2011]

To be aupplied - information on clock regery circuits.

6.1.3.1. Asynchronous issues at the logio/kt

In most cases, the processors or I/O hardware at either end of a Spalbefk\ill have
independent hardware clocks. Therat case is when the clocks at the wmds are xactly

the SAME frequengbut phased due to transmission delays (particular cable lengths) so that
metastability occurs at EVERdata transition!

The challenge for the hardware designer i ko transition from the transmit clock domain
into the receie dock domain at each end of each link. The primary issue facing the CODEC
designertherefore, is that of metastability@dance [Ginosar 2003, Ginosar 2011].

Add a fav lines on recommended practices for clock domain crossings.

More information about asynchronous issues for SpaceWire can be found in [Cook 2008b].
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6.1.4. SpaceWie Cabling

The SpaceWire Standard &skconsiderable trouble to specify suitable cable and its use to
maximise signal integrity and to reduce electromagnetic emissions. Cables, by virtue of their
length, can form ééctive dectromagnetic radiators. Shielded cable is specified for SpeeeW

to reduce radiation from the signal conductors which are, in turn, differential pairs to balance
flow and return currents and limit emissions.

Unfortunately the 9-pin Micro-D (MDM) connector specified in the SpaceWire standard is
not designed for balanced signals and introduces a noticeable imbalance between the wires of
a pair. This reduces the fefctiveness of balanced transmission, getting progrelgsivorse at

higher frequencies, resulting in increased emissions.

There is little published materiaValable on the subject of SpaceWire cable measurements.
[Allen 2006] and [Mueller 2006] prade a good analysis of one NASA application and some
Gore measurements, respeet. [Allen 2006] confirms that 200 Mbps SpacedV is
achievzable on 20m links, and [Mueller 2006] ges eye-pattern measurements of jitter for
thicker-than-standard AWG26 wire and longer-than-standand @hnections.

Regarding cable assembly construction, it is important to 360°-terminate the outer shield of
the cable to the backshell of the MDM connecénd to ensure a W impedance connection
from the backshell, via the connector bpdy chassis ground. This will maximise the
shielding efectiveness. Thehoice of Micro-D connectpend its current pinout, pvents the

inner cable shields from passing through bulkhead connectors, so the informal
recommendations (e.g. indfkes 2012, section 3.1.3]) that terminating the inner shields at
each end of the cable to the connector backshell together with the outer shigid, péa 3

of the connectors unconnected, might be more effegtisome circumstances.

However, tests on Ethernet [ref?] Y dhown screened cable radiating MORE than unshielded
cable - EMC is a comptebusiness!

A recent ESA study into low-mass Spade\tables has explored various measures that can
reduce the mass of a cable assemhih the added benefit of increased flexibility [Rouchaud
2011]. Thepromising techniques include:

* remova of the wverall shield;

* Replacing silver plated copper shields with silver plated aluminium;

*  The use of non-twisted sub-miniature coaxial cables instead of shielded twisted pairs;
*  Use of lighter-weight insulation and filler materials.

*  Use of impedance-controlled twin-axial connectors rather than Micro-Ds.

The outcome of this research has been discussed at SpacedkiiagNGroup meetingsub
has not been standardised yéthe study has not yet published its measurements of
acceptable SpaceWire bit rates for different cable lengths.
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6.1.5. SpaceWie Sgnal Grounding

Whilst the diferential levels of the SpaceWire signal layer provide a robust signalling scheme,
the signals at the reser are referenced to the local ground at the transmitfethe ground
potential between a Space@¥/ transmitter and a SpaceWire reeeiexceeds the recer’s
common mode tolerancevils, communications will fail.

The design of a spacecraftdectrical grounding scheme is outside the scope of this
Handbook, but recommendations such as [NASA 1998] contrastbalternatres:

* Single-point grounding, where all signals are referenced to a single location, and the
mechanical assemblies are bonded togebaeare electrically isolated from the signals.

e Multiple-point grounding, where the mechanical and electrical grounds are common.
There are various arrangements which are better-suitedmtdérdqueny and to RF
systems, and other schemes that are inadvisable.

In large spacecraft, valling fast through the Earts’magnetic field, induced voltages in
poorly-designed ground loops might eat up much of the noise immunity of a SpaceW
signal, so the grounding paths must be considered carefully.

In the context of SpaceWire, the Standard requires that the outer braid of each cable be used
as the signal ground, and that the pin 3 shield connection should be isolated from the signal
ground. Theouter braid is required to be 360°-terminated to the connector headshell and
therefore to the module assembly containing the SpaceWire circuit. This is difficult to
accommodate in a single-point grounding arrangement. Also, it implies that the signal ground
in the module should be connected to its mounting frame.

There are tw important circumstances when the SpaceWire grounding scheme might cause
problems:

* In a prototyping or test environment, the SpaseWround reference must be supplied
independently of the nine pins of each SpaiceWonnectar This requires that the
headshells of the connectors on the units under test be wired with appropstate lo
impedance connections and the jackissrde used on the cables to ensure a good
connection. Alternately, a separate single-point ground must be made between all of
the equipment under test. This connection might itself be a source of noise pick-up, so
care must be taken in its layout and construction.

If a suitable ground reference is notyid®ed in a test environment, it is likely that the
SpaceWe interfaces will operate most of the time, but that the immunity to electrical
noise will be reduced. As a consequence, individual Spaediks might fail on an
irregular basis. If failures are obseri; checking the grounding design of the test
environment is worthwhile.

 The requirements for electrical grounding of the Space\tbnnector headshells and
cable shields to EGSE test equipment indirectly implies that a spacecraft under test must
be connected to electrical ground for electrical safety readbtisis is not acceptable,
either the test equipment or the SpageWtonnections to the spacecraft must be
electrically isolated. Isolating the test equipment idialift if it incorporates USB
connections to caentional PCs, although it might be easier for laptops wiiiereal
power supplies. Ethernet is usually transformer-coupled and is therefore isolated.
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Isolated differential bffers are waailable, which could be incorporated into special
SpaceWe cables or into test equipmeniThese are often incapable of the full
SpaceWife speed range, and mayvbaoommon-mode voltage limitations that must be
taken into account. Examples include the Analog Devices ADuM54Ddily, and
improved new poducts from Silanna andelefunlen Semiconductors that were
previewed at the October 2012 SpaceWire Working Group meeting.

6.1.6. Printed Circuit Board layout

The design of printed circuit boards for SpaceWire units shouldnfdist practice for the
propagation of high-speed differential signals. These include:

 Ensure that the impedance of each SpaceWire differential track pair @ b0
calculating the appropriate track widths and spacing between tracks using vastrele
microstrip/stripline equations.

*  Minimise slew within each diferential track pair and between Din/Sin and Dout/Sout
pairs by ensuring that their lengths are the same.

*  Minimise discontinuities on the signal paths, i.e. reduce the number of vias, and use arcs
or 45 degree bwels rather than 90-degree bends in the PCB tracks.

* Isolate the link signals, as far as possible, from smngle ended neighboring signals.
This should preferably be done by routing them on separate PCB layers, and including a
screening layer (i.e. a ground-plane) between the logic and link signal layers.

»  Stub lengths on the link tracks should be kept as short as possible.

* The LVDS drvers and receers should be kept as close as possible to theardle
connectorto mnimise opportunities for noise pick-up.

*  Termination resistors must be at the end of the signal linen@«.to, or within, the
recevers) - not in the middle (e.g. at the connector).

6.1.7. Other EMC Issues
To be supplied.

6.1.7.1. EMC Mitigation through Token Randomisation

The only frequent individual control token used in SpaiceWs the Flav Control Token
(FCT). Data may fully occuypthe stream resulting in a periodicity of 10-bits. When no data
or flow control is sent the link sends NULL characters (so that a disconnection can be
detected), each of which consists of a pair of control tokens, giving periodicities of 4- and
8-bits. NULLSs, because theare regular and unchanging, concentrate energy into a small
number of narrow-band signals.

This material dects the codec state machine, which then is not ECSSHH3PC
compliant. Lese aut?

Some communication schemes randomise data, including idle sequences, in order to spread
narrav concentrations of energywer a wider frequeng range. Although data randomisation
is possible with SpaceWire, it adds considerable complexity to an otherwise simple design -
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and cannot include NULL tokens, thus seriously limiting the benefit.

6.1.7.2. EMC Mitigation through Bit Rate Randomisation

Although the SpaceWire Standard refers to jitter in the D and S signals, this is not actually a
limiting factor It is necessary to rewer the transmit clock and to use this to latch (on both
edges) D to rea@r the data stream. The real limitingctor is determined by the quality of

the recwoered clock and this is determined by the edge-to-edge spacing in the DS signals (D to
D, D to S, etc.). The actual frequgnef the clock is unimportant so long as it exceeds a
minimum value, determined by the timeout detectoMp2s), and is belw a maximum \alue
determined by the recer implementation.

It is perfectly allovable for the data rate to change from one extreme to the otheryor an
lesser range) from one bit to thexhdincidentally providing a potentially useful peer
saving facility). In fact, it is required to do so since a link must start &1ld8 and then
change, mid-bit-stream, to the working rate.

Thus it is possible to alter the edge-to-edge spacing (bit period) in a random sequence - a
technigue used elsewhere and known as spread-spectrum-clo€kisgpreads the energy in
single-frequeng spikes wer a range of nearby frequencies and reduces the peals le
significantly It can easily be applied to Space®Yy without rendering the implementation
non-conformant to the Standard.

6.2. Packet Length Choices

The SpaceWire Standard allows packets to be piiemgth - including an unlimited length.
The length of a packet is determined by the detection of an Ende&#tREOP) or an Errer
End-of-Packt (EEP) mar&r, so an edless paodt is the consequence ofveereceving an
EOP or EEP characteNo guidance is gien in the SpaceWire Standard on an appropriate
packet length for gnparticular application.

Using an unlimited-length packet (ia&.ontinuous data stream) might be considered
appropriate if an endless sequence of characters needs to be carried across &eSpaceW
network. In this case, once the stream has started, no further addressing decisions need be
made and the channel path throught the network becomes fully-committed - a virtual circuit.
It is therefore not possible to routeyamther information to the destination SpaceWire port,

nor to arly of the input ports that are being occupied by this stream gnrdermediate
routers. Thusthe capability of the SpacaeW network to send additional information to these
nodes, perhaps for fault reporting or re-configuration controls, isvesino

Another concern when using an unlimited-length packthat an error that is detected during

its transmission through a router (for instance, a parity error) will result in an EEP being
introduced. Ifthe recerer is not expecting to handle end-of-packet neagk let alone EEPs,

then handling this error marker is unlikely to be eaSynilarly, after sending an EERhe

router that detected the error should then spill the rest of the incoming packet until an EOP is
seen [ECSS-E-ST-50-12C clause 11.3)]. If there is no, B@P data stream will be spilled
forever.

So if packets should ka a fnite length, what should it be?
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* For an imaging application, an image might not bertl storing or analysing if it is not
complete. Inthis case, using a single packet for the whole of an image might be
appropriate. ltmight be useful to prefixing each image with a serial nup#bper possibly
information about its capture.

* For images which are capturedwdy-row, transmitting each m in a parate Spacewvé
paclet might be more beneficial. In this case, prefixing eashwith its rov number and
the image serial numberowld help the application to defend against the loss of aepack
Providing a separate image header mckith the serial number of the image and the
image capture information would also be helpful.

» Smaller fragments of command information or data should ideally be carried in identifiable
packets.

» The SpaceWire Remote Memory Access Protocol (RMAP) limits the maximunetpack
data size to 1Blbytes. RMAPpaclets also hee a QRC, a Transaction ID field that could
be used to identify the payload, and a response mechanism that can be used to account for
lost transactions.

6.3. Timing Issues with Time-Code Distribution and Distrituted
Interrupts

Comment about circular paths around routers carrying time-codes and interrupts

6.4. Reducing Jitter in Time Codes / other places

More information about time-code jitter reduction for SpaceWire can be found in [Cook
2003].
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6.5. SpaceWie Routing Issues

The SpaceWire Standard requires that routing switches shouldigonoath addressing, and
permits them also to provide logical addressing and its variant, regional addreSsmg.
section 4.2.4, “Packet Routing”, for details of these schemes.

Specific issues garding routing are those of router latgnand the potential for corruption of
the logical addressing routing tables.

6.5.1. Wormhole Routing

Space\ife routers are required to usenmhole routing, in which the head of a packet ‘pulls’
the rest of the packet through the router.

individual packets

v ¥

v‘\'/'hole-message
buffers

Figure 6.1 - store-and-forward routing in a router

Packet
data

Packet
header

Figure 6.2 - wormhole routing in a router

Wormhole routing permits arbitrarily-long packets to be uséidalso decreases routing
lateng, compared to store-and-forward routing, especially when cascaded routers are used.

6.5.2. Corruption of the Routing Tables

The logical addressing routing tables are stored in the routers. When a packevésd tBcai
router the first byte is tested to see if it is a path address or a logical addriessthe latter

the address is loekl up in a table (usually in RAM) to determine the correct output port to
which this packet should be transmitted.
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In a space radiation environment, the consequence of a charged pasitlea@rupting
entries in this routing table could beveee. Therefordorms of automatic error detection and
correction (EIAC) are likely to be required to protect this memory.

6.6. SpaceWie Network Architectures

Since SpaceWire is not a singlasbstructure, it provides marchoices of interconnection
architectures and topologie3his flexibility provides the ability to tradefotharacteristics
such as performance, complexitgst, fault tolerance, power consumption and mass.

A mission’s designers should determine their priorities from:

* The performance required: sometimes this will be different fdereimt parts of the
spacecraft, sometimes it is purely bandwidth, sometimes jatndelay through the
network;

* The extent of fault-tolerance required, which may b&ht for different subsystems
on the satellite.

»  The mass of the cable harness;

*  The power consumed by the network;

*  The cost of the components to build the network;
*  The aailability of the communication components.

The configuration of a spacecraftommunication network will be determined by thakb

data flows, as well as the timely delty of telecommand, telemetry and control information.

It might be appropriate to separate some of these functions, or it might be best to combine
them into one network to ¥a resources. Resiliencand redundaryc should also be
incorporated, which is a tradefdoiat requires extra resources.

Many aspects of the design of such an embedded computepnketwe similar to those of
developing a parallel or distributed computer system.

The following sections illustrate some of the network building blocks that could be utilised in
an on-board data handling environment.

We $hould perhaps try to focus on typical onboard architectures which usegehelsitnple
configurations but appears to cause much confusion during the design phasev engcho
buffering is needed in the nodes to account for latencies, which actual links speeds needs to be
used etc.

6.6.1. Paint-to-Point Serial Cable Replacement

A point-to-point RS-422 synchronous or asynchronous connection can beneficially be
replaced by an individual SpaceWire connecti@eneghough the topology remains the same.
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Figure 6.3 - point-to-point connection ofdwodes

SpaceWire has mgbenefits gen in this simple situation:

The flow-controlled synchronous nature of SpaceW¢ easier to reason about theficaf
because data loss is impossible, instead being replaced by blocking issues that can be
countered by buffering and by attention to timely processing responses.

In almost all cases, point-to-point connections are usually supplemented by other
information flows, such as telecommands to each of the nodes, and atigdgese
would often be easier if the commands were keckat cne node and then shared out
along the intermediate path.

Many point-to-point connections could be controlled using client-server programming
techniques, perhaps using the SpaceWire RMAP protolduk allows seeral logical
streams of information to be multiplel togetheyand a fimiliar software polling model

to be used.

Point-to-point connections provide no redundamor alternatve paths for data to flo

if one becomes bloed. If the lack of redundant paths on a point-to-point link is
unacceptable, tavor more parallel SpaceWire connections could be provided instead.
These could be used in a nominal / redundant configuration, or tihedoafild be shared
between the tavlinks while thg are working reliably using group-adayei outing.

6.6.2. Chained and Cyclic Configurations

One of the simplest ways of allowing nyamodes to communicate with each other is to join
them in a chain, and for each to relay messages to their neighbours along that chain.

© 60 606 0 0

Figure 6.4 - chained connection of nodes

The drawbacks of this scheme are:

The message flows aggeee across parts of the chain, potentially exceeding the
bandwidths of those interconnections, or the routing capabilities of the nodes.

Any failure in the chain - of nodes or communication links - causes the chain to be
divided, and messages needing to pass the breakage will faiv® arri

The routing scheme must be designed to be deadlock-free in the presence of all possible
flows of traffic between the nodes (in normal circumstances or when failures occur).
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Figure 6.5 - a ring-connected set of nodes

Joining the chain into a ringyaids maiy of these issues and adds a little redundancy:

*  Traffic will be spread morevenly amongst the nodes, rather than beingvemlyg
distributed tavards the centre of the chain;

*  There will be tvo routes for a message to éakom source to destination, providing a
redundant path invery circumstances and allowing the shortest one to be chosen for
performance reasons;

*  The deadlock-free routing scheme becomes more cartgtiesign and to enforce.

6.6.3. Mesh-Connected Networks

Mesh-connected netwks are an elaboration of the chain or ring networks in thaéque
section. Byjoining nodes in a mesh or grid éloonfiguration, may more nearest-neighbour
communication channels are provided, and ynaare routes becomevalable for messages
to follow from their source note to their destination noditis reduces the number of nodes
that ary message has too Wase to reach its destination (its diameter).

@ 60 06
QO 6 06
@ 0 O

Figure 6.6 - a mesh network

If the outer nodes in the mesh are joined to those on the other side, forming a loop on each
row and column, we hae a broidal structure with anven smaller diameter.
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Figure 6.7 - a toroidal mesh network

A mesh configuration is particularly suited to data processing tasks where the algorithm can
be copied across the nodes and each part of the data, held on one of the mesh nodes, is
processed in parallel before the results are ggige centrally.

As with the ring configurations abg the complgity of the routing algorithms in a mesh or
toroidal network becomes greateand even more care must be wpn to deadlock
considerations.

6.6.4. Fully-Connected Networks

Adding yet more interconnections between nodeswallas to deelop fully-connected (or
star) networks in whichvery node is directly connected tweey other node with which it
wishes to communicate.

The advantage of a fully-connected network is that messages areretklin just a single
communication, and therefore the latgnis lowest of ay of these schemes.The
disadwantage, hwoever, is that there are more network cables which contribute weight and
volume between the nodes, and also each node requires asonanunication ports as there
are nodes that tgewish to communicate with.Eventually this aleny makes a fully
connected scheme impractical to implement.

Fully connected networks provide excellent resilience and the potential for redundant paths
should one link fail.

6.6.5. Routed Networks

Rather than just joining nodes together and requiring them to route messages to eaith other
is often simpler to separate the routing activities from the data-processing ones of the notes
themseles. Inthis circumstance, we can introduce special purpose routers that solely relay
traffic from the notes to other notes.

In the simplest circumstance there will just be a single router and all the nodes will connect
directly to that router and all messages willetéko hops to reach their destination. In more
comple situations, there will be multiple routers, perhaps arranged in an hierarchical tree,
and there is also the opportunity for redundant paths, redundant routers and full fault detection
and recwery schemes.
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6.6.5.1. Single Router Configurations

A typical application for a SpaceWire network is to connect a set of instruments to mass
memory and processing resources, and aement way to do this is with a centralized
routing switch, perhaps located on the mass memory or processor nodes.

Figure 6.8 - connection of nodes using a single router
This configuration is equélent to an Ethernet switch, since it ai® all of the nodes to
communicate directly with each othéFhere are some drawbacks to this simple scheme:

*  There is no redundaye the router is a single point of failure;

e The router has a limited number of ports, and this sets a maximum bound on the number
of nodes that can be connected.

* The total length of cable (and hence harness mass) is likely to be considerably higher
with all the cables coming together at the rqutather than just connecting nearest
neighbours.

* Since SpaceWire routers emplavormhole routing, which ties up routing resources
when other paths are in use, a more thorough blocking analysis will be required if routers
are used in place of point-to-point link$his analysis will be of similar complexity to
that needed for networks that relay packets through intermediate nodes.

6.6.5.2. Multiple Router Configurations - Making larger routers

To increase the number of router ports, and hence nodes in our system, wewd& pro
multiple routers and cascade them togetl&oviding a hierarchical fan-out with a tree of
routers is the simplest enhancement with the maximum gain in the number of nodes.

Notice in figure 6.9 bels that all of the traffic from the left-most third of the network to the
central and right-hand sections through just one link. Saturation of theseountr links is
likely to be a limiting factor in this design.

® @ @
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Figure 6.9 - connection of nodes using a tree of routers
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6.6.5.3. Multiple Router Configurations - to increase routed bandwidth

The limited bandwidth in the hierarchic tree of routersyabean be mitigated by using more
links between the routers. Such a ‘fat tree’ can eyngitoup adaptie routing in the doubled-

up paths, or it can allwthe logical routing tables to distribute the traffic in a programmed
fashion. Alternatrely, individual nodes can select the paths for their traffic individually.

Figure 6.10 - connection of nodes using a ‘fat tree’ of routers

The extra paths between routersydatroduced the possibility of routing cycles, leading to
the issues of Wielock or deadlock, although it would not be a good use of these parallel links
if the routing algorithm tneersed them more than once.

6.6.5.4. Multiple Router Configurations - to povide redundancy

A central SpaceVke routing switch has manattractions. Itis simple, and each node is
dependent only on the switch and does netha handle traffic from other nodes. If one
node #&ils, none of the other nodes is affected, so fault-tolerance with respect to the nodes is
good. Orthe other hand, if the central router fails, it may cause the whole mission to fail.

Fault-tolerance can be impred by ading a cold-redundant switch, at the cost of
approximately doubling harness magdternatively, for the additional cost of the power to
operate it, the extra switch could be used toside additional routing bandwidth as well as
its fault-tolerance properties.

I_—. it

o o 0"’@ ®

Figure 6.11 - connection of nodes using redundant switches

Many missions also need redundant instruments as well as redundant switches, and the
harness mass increases agaiffedi/ely this topology provides a 2x2 crossconnect between
each node (both nominal and redundant) and each routing switch.
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Figure 6.12 - connection of nodes and redundant copies

6.6.5.5. Multiple Router Configurations - Hybrid Networks

It has been seen that rings providev lbarness mass at the expense of performance and
centralised switches provide performance at a major cost in harness mass. Is it possible to mix
the ring topology (where performance is less critical) with the centralised switch (where
performance is needed)? SpaceWire does indeed provide the opportunity for such mixed or
hybrid networks. Infigure 6.13, the left nodes represent processors or mass memories or
high-bandwidth instruments that need the dedicated connection to each routing 3\Wich.
remaining nodes do not need such high performance and so can be connected in a ring, with
taps from the ring going to the switchéBhe number of SpaceWire links is not changed from

the previous exampleubeight long connections to the central switcheghren replaced by

eight much shorter connections to radke rings.

Q0000

e
e o 00

Figure 6.13 - hybrid connection of nodes and redundant copies

Many variations on this theme are possible and a traflstofly is likely to shw for a
particular mission that an alternadiis preferable. In this example, weusadosen diferent
connection techniques to balance between performance and harness mass, another balance
might be with other parameters such as fault-tolerance, where some parts of the satellite may
be more critical than others.

6.6.5.6. Cube-connected Cycles [Hypercubes]

One family of rgular structures that can often be a useful basis for a design are the family of
hypercubes, whose nodes alvbaa eégee ofn and where progressing from a hypercube of
degreen to a hypercube of dgeen+ 1 amply involves copying the original structure and
joining each node to its cgp Hypercubes ha a bw dameter for a gien value ofn -
although it can be bettered in some cases, for instance the PeterserRgnaging algorithms

are easy to delop for hypercubes. lis also often easier to split ggercube across multiple
boards on a back-plane than for méess-regular structures.
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Figure 6.13 - hypercube connection of nodes

Two references that summarise results that areastidor SpaceWire are [Thompson 1997]
and [May 1993].

Further material on the network architectures outlined in this section may be found in [Cook
2007a].

6.7. Using the RMAP Protocol

The SpaceWire Remote Memory Access Protocol is frequently used for remote memory
accesses,ub is also used to stream data to and from FlEfeked instruments. It can also

be used to send commands to instruments, typically by updating tjisters, and to request
responses in a similar fashion.

This section discusseswdhe RMAP protocol might be used in various circumstances:

RMAP writes can be accompanied by a request for the target node to return an
acknavledgement if the write da'CRC was successfully verified and subsequently that
the write was successful. There is, of course, no guarantee that thevieclgeanent will
successfully be returned to the initiator nodie this case, the only way to determine that

the write took place is to re-read the data using another RMAP transaction, and check it
back at the initiating node.

RMAP read-modify-write (RMW) commands argee more problemmatic. If the are
implemented at all [since their implementation is optional], the maximum data size of a
read-modify-write command is 4 byteMany errors in the RMW command are detected
before eecution and then an error indication will be returnétbwever, if no response is
receved for an RMW request, there is noayto tell whether the initial requestas/
corrupted and lost, or whether the response itself was lost. Since RMW changes the
memory in the target device, it cannot simply be seatnagnd recourse must be made to

the data read by the previous RMW command. In this case, it is likely to be easier to
maintain the state of the memory in the target device back in the initiating node, and
simply write updates to the target when appropriate - and these writes are retryable.

For smilar reasons, using RMAP RMW commands to implement crucial synchronisation
primitives such as semaphores is likely to require extreme care in the presence of link
errors. Relyingon an implementation to perform read-modify-write in an atomic manner
will also require careful research.

Note that there is no definition in the Standard of the semantics of the RMW operation -
not even that it will be read/modify/write! A buffer is only needed for aalidated write
(which is intended to be used only for small, single-digit-byte, messalyes)validated
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writes can be checked and an error message returned without aufege hlthough bad
data will have been written by the time that this is reported - which may not be acceptable.

* Implementing the SpaceY¢ RMAP protocol in a server that is built into hardware is a
very popular techniqueThe protocol requires a lot of checks to be performed when an
RMAP command packet is reged. TheCRC validation of the write data requires a write
buffer that is capable of storing the largestvailole packet.

Another question that should be addressed during the design of an RMAP implementation
for an instrument controller is the maximum time that theeseshould ta& before it
returns its RMAP response. This should not be a problem for simple memory accesses.
For commands that trigger data-capture actions in an instrument, the tiee fiak a
complete response might be too long for an application to wait, or too long for the response
to fit into a packet transmission schedule. In this case, it might be better to return an
RMAP response of the initial instrument command, andvadldurther command to poll

for the result some time later.

* As suggested abe, handling concurrencissues - such as guaranteeing the receipt of
exchanged data, and managing semaphores - is really complicated. The implementation of
operations such as these can be very difficultettfyy and faults can tak a bng time to
discover and to debug.

The RMAP protocol itself is client / seewin nature, and there are simple design patterns
which ensure that applicationvi# uses of the client / server paradigm arevpbty
deadlock-free when errors do not occ@uaranteeing that such applications are deadlock-
free in the presence of packet loss is more challenging.

» The RMAP command packevehead is its primary performance issue.

6.8. FDIR (Failure Detection, Isolation and Recwery)

We haveseen in section 6.6.5, “Routed Networks"whsiatic network configurations can be
used to provide a communication structure for a spacecraft that is operating noiveally
have dso seen hwe static configurations rely solely on group adegtirouting for fault
tolerance. Thiss a powerful technique, as fault detection amitidver to an dternate path is
very fast - of the order of micro-seconds.

However, such static configurations may not be able toveelihe necessary Vel of fault-
tolerance. Theaunderlying difficulty is that a fault changes the network, maybe destyo
some of its rgularity, and the netwrk is only static until anwent that it is intended to handle
occurs. Rults mak the network dynamicRecorery from faults is also likely to be dynamic
- powering-up a cold-redundant switch, for instance.

We therefore need to be able to manage changing network configurations. Three stages are
involved:

. Discover that a communications failure has occurred;

* Probe the netark to identify the currently-operational switches, connections and
devices;
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»  Select routes and configure devices and switches.

These stages are repeated either glae (not necessarily frequent) intervals or wivena
change is detected (dypr example, the unexpected behavior of a communication).

Needs a reference to the N-MaSS (FDIR) project.

6.8.1. Failur e Detection
SpaceWire has mgruseful features that can indicate network faults:

* Alink fails to connect if the initialisation state machine is unable to progress to the
‘connected’ state.

*  Link timeouts occur whemwer transitions in the DS signals are too infrequent and a bit is
not receved within 850 ns £10%).

* A parity bit is contained in each transmitted charac¢teriuding FCTs and NULLS, so
corruption on the wire is likely to result in a parity error.

*  Error conditions in a transmitting node can result in an Error Enad&P(EEP) being
sent, which either leads to link disconnection or to the transmission of an EEP without a
disconnect, depending on whether the error is observed at the failing link or on a
downstream link in a network, respeety.

*  Mis-routing (maybe caused by faulty physical addresses, or an incorrect logical address
table), or trdic blockage in a router (maybe caused by a receiving node failing) can be
detected and the packet truncatdthis may introduce an EEP throughout the rest of the
receve dhain and cause that links to disconnect, asabo

»  Higher-level protocols (such as SpaceWire RMAP - see segtmmtain header and data
CRC fields. Should these CRCs be found todudty, this is an indication of a problem -
either low-level character transmission or a highevdepacket assembly issue.

Detection of these faults can be used to trigger a cycle of FDIR activity.

Higher-level protocols can manage theiwn recaery in some circumstances - such as the
TCP protocok retransmission mechanism - but aftevesal retry attempts he failed, the
TCP stack can report the issue to the FDIR infrastructure for lowerépair.

6.8.2. Fault Isolation

When a fault is detected, FDIR logic must identify what lagled. Atthis time, it might be
necessary to stop all transmissions, re-configure the network statically and then re-start
eveaything, or it might be possible to makmaller changes to route around the failure without
stopping most of the nodes.

Each actte wmponent in the netwk must be able to be probed and respond with
information to assist the disesry process. Exactly what information is required is a matter of
some judgment - a minimal set reduces initial traffic and is most easily implemented, but a
more complete reply may reduce the total number of packets required.
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An initial probe of a component should return:
*  Whether the component is a switch or a device;
*  How mary ports are present on the component;

*  Which port on the component reeed the request [the source port is already known, of
course];

*  The unique identifier of the component [to detect loops].

With this information, a complete map of dige@ble components can be constructed.

6.8.3. Fault Recovery

Armed with a map of the current network, together with knowledge of what data flows each
component wishes to maintain, aanset of routing tables (for logical addressing) or source
routes (for path addressing) can be constructed. This might not be a simple task, because it
has to tak into account the bandwidths of the remaining links, the relay capabilities of the
nodes, and so on.

There is also a possibility that the communication patterns of the original network can not be
supported in the me network; deadlock cycles might be created unless mitigations are
applied.

Dynamic routing algorithms, that change the routing structure on-thewist also ensure
that they do ot male the network susceptible to deadlock while it is partially re-configured.
Of course, such failures might be rectified by the FDIR schentethls is a more heg-
weight mechanism than is required here.

6.9. Plug-and-Play configuration
“Plug and Play” is a term with geral interpretations.

One aspect of “Plug and Play” is a technique for dynamically managing the communications
amongst modules that are brought together as pre-fabricated, maybe off-the-shelf components.
Responsie gace missions, for small satellites, or for the Space Shuttle / CEV / ISS, can
integrate off-the-shelf and custom modules using SpaceWire for the interconnections.

The function of these modules can be known in advance of tlggatiom, in which case the
network discavery and route-creation of FDIR, as shown in section 6.8, “FDIRilFe
Detection, Isolation and Rewary)”, will provide the configuration mechanism.

An enhanced form of “Plug and Play” provides an electronic datasheet function to the
modules, so that their precise specification can be determined by tiratiote tools. In this

case, the software interfaces, module communications, calibration and QA functions could all
be handled automatically.

Needs more - references, links to implementations, etc.
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6.10. Backplanes

SpaceWre backplanes are typically used to support a number of modules, each containing
one or more SpaceWire nodes backplane might be designed for a single spacecraft mission
to couple a bespekst of modules, or it might be general-purpose in nature and support a
population of modules with similar interface layouts and capabilities.

Issues relating to backplane design include:

* The selection of the backplane connectorseis kVhat are the termination impedance and
differential signal performance requirements, and the board mounting method [press-fit,
surface-mount or through-hole]? Are the optimum choiceslable in space-qualified
versions? Connectorsill also be required for power distribution.

* What are the connection bandwidthsikable to each module? Should one use SpaeeW
on the backplane, or something faster?

» Should one place the router components on the backplane, or distribute them across all of
the modules?

» On the backplane, finding the area for the router device(s) is difficult - this area is also
needed for the tracks that carry the links.

» Spread across the modules, the router must remain functieamaf ene or more of the
modules are unplugged from the backplambe internal bandwidth between the router
components must be sufficient, and this might pose challenges for the connectors and
for the tracking on the backplane itself.

» Configuration of the router must be co-ordinated at a single puoentjfehe router itself is
distributed. Furtherfailure detection, dult isolation and system reey techniques rely
on communications across the backplane, possibly using the SpadeMAP protocol,
and reconfiguration of that backplane under failure conditions.

* Redundant routers are likely to be required to support redundant modReesindant
power supplies and power supply connections will be required too.

For further reading, see [Senior 2010a and Senior 2010b].

6.11. SpaceWie D vs Timed Ethernet

Both the draft SpaceWire D and Timed Ethernet afectfely shared bus technologies.
SpaceVite can implement each point-to-point link in a netivas a bus, but this hides the
system-wide benefits of timed comms.

6.12. SpaceWie \erification and Validation

Bearing in mind the stringent quality requirements of the space indusry users hae
requested validation equipment to certify their SpaceWire designs, to certify that these designs
meet the detailed specifications of the Space\®tandard, and to state that their systems are
“correct”.

Copyright © 2013 4Links Limited. 65



SpaceWire Handbook DRAFT - SVN version 60 - April 10, 2013

There are seral dangers in attempting to validate a SpaceWire design, to certify that the
designs meets the detailed specifications of the SpaceWire Standard, or to state that a system
is “correct”.

The first is that it is impossible to test most systems that contain internal state just from the
exterior (black box testing), because it is impossible to step those designs through all of their
internal states in order to check them completety addition, even if it were possible to
explore every single state of such a system, the number of states might be so large as to mak
this task impossibleEven a system with an-bit integer variable contains' possible binary

states when each of italues is considered separate®ny realistic system is therefore going

to be impossible to test exhawsty.

Secondly communication equipment such as SpateWhevitably contains some analog
signals whose integrity is dependent upon the instantanetussswvof electrical noise, of the
signal loading from the test equipment, of errors induced by cosmic rays, and of other such
imponderables. lis clearly impossible at the black-bowédkto test these. If one has access

to the circuitry fault injection could be used at the bideto test ay triple modular
redundang (TMR) functions of the hardware.

The best that one can therefore aghiewhen testing a SpaceWire device or system is
therefore :

» to explore all of thex@ected states of the system that can be reached through normal
operation by xercising it using a range of values that are allowed in the SpaeeW
specifications;

» to perform boundary testing bym@oring ranges of situations that fall just outside of
those allowed by the SpaceWire standards;

* to undertak dress testing by transmitting and receiving vast quantities of traffic and
checking for errors;

* to eplore the timing relationships betweenemts, such as the nesimultaneous
starting and ending of packets at each port of a SpaceWire router;

* to fuzz-test the system by subjecting it to a range of seemingly random values that ought
not to cause it to fail;

* to run experiments thaercise the system under test within the electricatlepe of
the SpaceWire standards, as well as some that use electrical conditions just outside of the
SpaceWire Standard that one could hopefully expect the system to handle gracefully;

. ... but bear in mind that it is impossible to build ahaustve st of these circumstances
and that test a@rage can therefore wer reach 100%.

Testing therefore attempts to provide counterexamples of when a system does not successfully
meet the standards. Whilst it is possible to do this very successfuillyimpossible to
guarantee to find all embedded failures.

Obviously in white box testing, when one has access to the internal design and state of a
system, it is possible to perform much morbaustve testing of those internal states than
black-box testing can aclve
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Whilst it might be possible to build an excellent "Conformance Tester" unit, this cordd ne
be guaranteed to identify all the faults of a system-uted#rand therefore shouldvee claim
that it has validated that system to the SpaceWire Standard - or ¢than standard, for that
matter.

A thorough design xew, including input from an engineer with a thorough understanding of
metastability issues, should be considered essential.

6.12.1. Testing the Physical and Signal Layers

Assuming that the SpaceWire network being tested has been constructed using cabling and
connectors that meet the SpaceWire Standard, testing tfsecahlayer mainly imolves

testing for continuity in all the conductors, testing that the SpaceWireulférd present the
correct impedances in each logic state, and ensuring that the network is complete.

It might also be advisable to use techniques such as time domain reflectometry (TDR) to
ensure that all of the cabling and printed circuit tracking meets its impedance specifications,
and ge diagrams to ensure that assumptions about cable &ld jitter are correct.For
instance, the large mismatch introduced by the SpaceWire Micro-D conneoidds shov

up clearly on a TDR plotSkew and jitter can be estimated frongeediagrams of the reced

D and S signals on gnlink interface. Someood examples of both of these techniques are
given in [Allen 2006] and [Mueller 2006].

Furthermore, we could imagine using#fered break-out board to measure the quality of an
LV DS signal less intruggly than if the signal were to be probed directly.

Many tests are possible to qualify the signal layEnese include:

* injecting signals of knon quality and of known degradation into a SpaceWire node and
checking that all of the signal layer properties veha expected.

* undertaking a mgins analysis, by imposing corrupting influences such as electrical and
radiated noise, common mode voltages and out-of-specification wire impedances on top
of the normal signals, to ensure thatytban still be receered reliably.

» performing bit-error rate soak testing to ensure that data demodulation is as reliable as
the parameters measured ab@ould suggest.

Sections 12.2.4 and 12.2.5 of the ECSS-E-ST-50-12C SpaceWire Standside pao
summary of all of the conformance items in the signal layer.

6.12.2. Testing the Higher SpaceWie Protocol Layers

The character andkehange leels of the SpaceWire protocol can be soak-tested by streaming
synthetic traffic across each SpaceWire likkhilst this can be rigorous for the main protocol
paths, there are mgrother aspects of Wo-level SpaceWre transmission that can also be
explored:

Flow control tolken (FCT) generation, especially in unusual conditions such as when
zero-length packets are reoml [EOP-terminated as well as EEP-terminatedhat
happens if too manFCTs are receed? Ortoo few?

Copyright © 2013 4Links Limited. 67



SpaceWire Handbook DRAFT - SVN version 60 - April 10, 2013

*  When time-codes are reeed - both in-sequence and out-of-sequence - anglthadled
properly?

*  When parity errors occurs the link disabled, and is the higHevel software properly
informed?

«  When link recoery is provoked dter a condition that causes the link to be temporarily
disabled. Daall of the states in the Space®/state machine trigger at the right times?
Similarly, does a link alvays start reliably?

*  When incorrect escape sequences [escape errors] aredecei
* Are time-outs after a period of link inactivity detected properly?

Test equipment that can generate these circumstances, and record what a unit-under-test does
if / when the are detected, will be necessary for all of the erroneous behaviours; most of
these conditions cannot be generated using nominal hardware.

There are manaspects of the network layer that can kereised:
*  Addressing from each input port of the route to each output port

 Writing logical addresses to all locations in the logical addressing table and then
propagating data through a route under control of all of these routing table entries

»  Testing header deletion on the output of the router;
»  Testing the optional header deletion in a router;

» Testing the lbffering and blocking properties of the router when operating in the
wormhole mode;

»  Testing the behaviour when a router times out a glbkcause traffic has been bledk
for too long on one of its output ports. This an optional 10X router function.

»  Testing hav the router spills packets that block or are otherwise incorrect;

»  Checking the router arbitration mechanisms that ensure that particular operations are
performed in preference to others.

6.12.3. Testing Higher-level SpaceWire Protocols

Passing RMAP protocol traffic across the SpaceWire network under test is particularly
corvenient because all RMAP headers contain a CRC error check. All of the RMAP data
fields (in RMAP memory read responses and in RMAP memory write commands) are also
CRC-protected. As consequence, mostvelevel SpaceWre communication issues will be
detected as wrongly checksummed RMAP packets or as incomplete RMAP cliemt-serv
responses. Bawae that the RMAP CRC algorithm returnsaue of zero for the CRC byte

if all of the bytes included in the CRC are themeslzero - so a block of improperly zeroed
memory included in an RMAP data field CRCs correctly.

If the RMAP taget is being used as a remote memory device, it will be necessary to provide a
good memory testing program to access this memory using the RMAP protocol, with the
primary intention of testing the memory itself rather just than the Spee&®MAP protocol.

Such a memory test should be designed to :
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» test the intgrity of all signals on the data bus, ensuring that each is capable of
transmitting and receing correctly with no shorts or crosstalk-coupled interactions
between those linesCrosstalk might be observed if yarof the data wires are
disconnected but just capacivaty coupled to their neighbours.

* test the address bus of the RMAP-controlled memory by writing to addresses that
increase by powers of awto determine the size of the memory area before wrap-around
occurs.

*  run soak tests on the memory by writing blocks of data to the mefillomg up the area
to be tested completelynd then reading back the values stored and checking them
acainst the values that were initially writteffhis mechanism ensures thatyamords
that are stored in the same location as other words due to addressing faults are detected.
Repeated cycles of these tests could usel fdata patterns or pseudo-random sequences,
depending on what the test is expected veale

This memory test can be used throughout the integration, testing and flight phases of the
mission and is also a good test of the RMAP protocol and of the remainder of the BpaceW
communications path. The memory being tested will be run at SpaceWire network speeds,
rather than its nate cdata rate, so further memory tests, running under control of the
spacecraft computemight be more challenging -ubthese will not xercise the Spacelé

link to ary extent.

6.12.4. System-Leel Testing

Most tests on thewerall system will ivolve passing large amounts of traffic - actual or
synthetic - through paths from one node to another through all of the intermediate routers.
Since these tests are primarily tests of the communication infrastructure, it is not necessary to
emulate the data traffic of the applications complet€ligarly, howeve, testing the system

with traffic that closely emulates in-service tiais likely to identify more faults orx@ose

more weaknesses than testing with data of a very different structure.

Sometimes it is caenient to perform long term soak-tests of the SpaceWire arktlyy

using synthesised traffic made up from pseudorandom sequences or the output of linear
feedback shift register sequences. Selection of synthetific tthiat can be generated
identically at the transmitter and at the rgeenodes simplifies the checking for corruption.

Being able to record and subsequently reconstruct the link traffic across a number of
SpaceVite links is an important diagnostic toolhis requires time-tags to be collected with
each packet in order to correlate them togeth2etailed time-tagging of traffic passing
through a router is particularly fettive & detecting a range ofuffering, timeout and
arbitration behaviours.
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7. Supporting Components

Is this section just for ESA-sponsored products, or will the Working Group request all of the
relevant companies to submit ‘advertisements’ for their producks® latter contribtions

will be far more blky than the rest of the Handbook, will become out-of-datt, fand are
probably best accommodated on EES&paceWire website?

7.1. SpaceWie Circuits

7.1.1. Integrated Circuits

7.1.2. IP (Intellectual Property) Cores

7.1.3. Boards and spacecraft processors

7.2. SpaceWie Prototyping products

7.2.1. Bridges and Gateways

7.2.2. Routers

7.3. Test Equipment

7.3.1. Electrical conformance / physical-layer compliance testers
7.3.2. Low-level protocol analysers

7.3.3. Tr affic Recorders
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